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FOREWORD

This Lecture Notes book is a compilation of strapdown inertial navigation material [
prepared from 1975 and 1985. The primary element of the book is a set of lecture notes I
used from 1977 - 1978 as handout material for an after hours course given while at
Honeywell on LINS (Laser Inertial Navigation System) analytical theory of operation. The
book also includes four technical papers presented from 1976 - 1984 on strapdown
systems, analytics, and sensors. The first two papers describes the state-of-the-art of
strapdown inertial navigation system and sensor technology in the 1976 - 1978 time frame,
before strapdown systems became operational on military and commercial aircraft. The last
two papers were prepared in 1984 - 1986 after strapdown inertial technology had been
accepted for general aircraft application; the first providing an update on the 1978 inertial
sensor paper, the second providing a detailed description of computational routines
embedded as software in typical strapdown systems to perform the
attitude/velocity/position inertial navigation computation functions. The 1976 systems
paper is particularly interesting because it contains sensor and system test data that
convinced many in the aerospace industry of the readiness of laser gyro strapdown inertial
navigation technology to enter the production development cycle.

Lecture Notes was prepared as background handout material for attendees of my
Introductory Course On Strapdown Inertial Systems offered to the aerospace industry from
1981 - 2009. Lecture Notes presents the theoretical basis for technical material overviewed
in the course on overhead slides, as also provided to course attendees in the book:

Introduction To Strapdown Inertial Navigation Systems
Now that the Introductory Strapdown Course is no longer being offered, the Lecture Notes

and Introduction books can be purchased directly from my company Strapdown
Associates, Inc. by telephone (763-479-1918) or email (pgs @strapdownassociates.com).

Paul G Savage
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LASER GYROS IN STRAPDOWN INERTIAL NAVIGATION SYSTEMS

By Paul G, Savage
Staff Engineer, Navigation Systems
Honeywell Government and Aeronautical Products Division
1625 Zarthan Avenue
St. l.ouis Park, Minnesota 55416

ABSTRACT

For more than a decade,the advent of strapdown
systems has been forecasted as the solution to
the problems of high cost (acquisition and life
cycle) experienced with traditional gimbaled
inertial navigation platforms, Until only recently,
however, basic limitations in computers (high
costs for strapdown high-speed requirements)
and gyros (dynamic range) have limited the
advancement of strapdown techology to the con-
cept feagibility development phase. The advent
of the high-speed, low-cost computer in the
1970's, and most recently, performance
breakthroughs in the laser gyro, make today's
strapdown technology a viablé contender for the
inertial navigation system of the 1980's.

This paper reviews strapdown as contrasted
with gimbaled inertial navigation system tech-
nology with émphasis on the requirements
imposed on the inertial sensors (in particular,
the gyros). The theory of operation and per-
formance characteristics of the laser gyro are
discussed relative to the strapdown system
requirements, and contrasted with spinning mass
gyros (the single-degree-of-freedom floated
rate integrating gyro, the tuned rotor gyro, and
the electrostatic gyro).

The paper begins with a review of the basic con-
cepts of strapdown inertial navigation, identifying
computational elements and interfaces with the
strapdown sensors (gyros and accelerometers).
The mechanisms for sensor-to-system error
propagation are addressed. A comparison is
made between the equivalent gimbaled and strap-
down inertial navigation system mechanization
approaches in terms of the demands on the
inertial sensors for achieving a given level of
system performance. In particular, the higher
demands for the strapdown sensors are identified
and quantified (maximum rate capability, bias
and scale factor accuracy, bandwidth, quantiza-
tion level, stability of the alignment angles
between the sensors, reaction time, and calibra-
tion interwval).

The basic theory of laser gyro operation is
reviewed with emphasis on the distinction be-
tween mechanization approaches currently used
for compensating lock-in, The alternative
momentum wheel strapdown gyro configurations

are described for comparison with the laser
gyro. The laser gyro is then analyzed with
regard to its compatibility with the strapdown
system requirements compared to the spinning
wheel strapdown gyro configurations in the areas
of cost, reliability, size, and performance.
Recently published flight test data on systems
using tuned rotor and electrostatic gyros are
analyzed and compared with equivalent laser gyro
flight test data taken with the Honeywell LINS
(Laser Inertial Navigation System).

The impact of laser gyro strapdown inertial sys-
tems in advanced hybrid aided configurations
(such as with GPS) is addressed and contrasted
with spinning mass gyro systems, both gimbaled
and strapdown. The complexity and accuracy
requirements for the sensor error model are
reviewed relative to ultimate performance capa-
bilities achievable in hybrid aided systems using
Kalman filters. Included in the paper is a dis-
cussion of the extended use of strapdown sensor
signals for other than navigation functions in
advanced multifunction integrated strapdown
avionics applications, and the associated impact
on sensor requirements and tradeoffs,

The paper concludes that on the basis of cost,
reliability, and performance in both unaided and
advanced hybrid aided systems, the laser gyro is
superior to the other strapdown sensors for
general aircraft application, Acquisition and
life-cycle costs for laser gyro systems should be
significantly lower than for traditional gimbaled
navigation systems, with comparable performance
in the 1 nmi/h class. These advantages, coupled
with the extended capabilities of the laser gyro
and strapdown technology in advanced multi-
function applications, should make the laser gyro
strapdown navigation system the preferred
inertial mechanization approach for the 1980's.

INTRODUCTION

The state of the art in strapdown inertial naviga-
tion technology has achieved a level of maturity

in recent years that makes it a serious contender
for general avionics use in the near future. Com-
puter limitations, which handicapped strapdown
compared to gimbaled technology in the past, are
now virtually nonexistent due to the advent of the
low-cost, high-speed minicomputer. Recent



advances in gyro tec?nology, most notably in

the ring laser gyro, * have virtually eliminated
the dynamic range problems that previously
limited the accuracy potential of strapdown sys-
tems. The capabilities of today's strapdown tech-
nology have been demonstrated to be in the classi-
cal 1 nmi/h gimbaled performance category, with
production system costs projected to be one half
that of gimbaled systems with comparable accu-
racy. The traditional strapdown versus gimbaled
tradeoffs used by strapdown proponents for the
last decade to tout the advantages of strapdown
technology must now be given more serious
evaluation, Due to the assortment of strapdown
gyro types available today, the tradeoff analyses
must extend to the sensor level such that overall
system capabilities can be assessed for the par-
ticular strapdown mechanizations available,

The purpose of this paper is threefold:

® To introduce the uninitiated to the general
field of strapdown as contrasted with
gimbaled inertial navigation technology,
emphasizing the fundamental distinctions
in implementation, performance character-
istics, and associated demands on the
inertial components for the two mechani-
zation approaches,

¢ To provide a funtional description and
performance analysis of the laser gyro in
a strapdown system such that the capa-
bilities, advantages, and limitations of
this unique sensor can be understood on a
system-level basis and contrasted with
the capabilities of gimbaled systems
and momentum wheel gyro strapdown
technology.

® To present the rationale that has led the
author to believe that the laser gyro strap-
down system is the preferred inertial
mechanization approach for general air-
craft application in the 1980's, In this
regard, fairly detailed discussions are pre-
sented illustrating the tradeoffs between the
laser gyro strapdown system and the alter-
nates available, The intent is to provide
the reader with a thorough understanding
of the principal tradeoffs involved such that
he may draw his own conclusions,

The approach used in the paper for performance
analyses is to avoid rigorous (and complex)
mathematical descriptions wherever possible,
Instead, performance characteristics are des-
cribed on an intuitive level, and examples are
used to illustrate typical situations and magni-
tudes of the performance variables, The intent
is to provide a basic understanding of the princi-
pal performance characteristics of strapdown as
contrasted with gimbaled inertial navigation
systems. Ior a more rigorous analysis, the
reader is r'efer{e‘gi %0 the classical inertial navi-

gation texts, 2,

FFor comparative purposes, the classical "l nmi/h"
inertial navigation requirement is used throughout

the paper as a basis for judging performance
requirements and capabilities for the candidate
systems analyzed. Selection of different per-
formance levels may modify some of the quantita-
tive tradeoffs presented; however, the basic per-
formance characteristics described are still
representative of inertial navigation systems in
general,

The analysis of the alternate strapdown gyro
systems for contrast with laser gyro systems is

a difficult task due to the general inaccessibility
of detailed performance data between sensor/
systems manufacturers, (The author is employed
at Honeywell, a laser gyro system manufacturer
that is in competition with other inertial

sensor /system suppliers,) The approach taken
here is to emphasize the fundamental character-
istics and limitations of the technologies, avoiding
the details of performance peculiarities associ-
ated with particular vendor designs, and assuming
that the system design can be accomplished to '
achieve manufacturer-stated performance, cost,
and reliability goals, Hence, when limited data

is available, the approach taken is to error on the
side favoring the alternate approach. Regarding
the single-degree-of-freedom floated rate inte-
grating gyro, the author has first-hand experience
at Honeywell with this class of instrument as with
the laser gyro; hence, performance comparisons
with the laser gyro are somewhat more detailed,

Notably absent in this paper is the standard
treatise on strapdown algorithm errors and
associated computer loading, Algorithm analyses
and selection is an important aspect of the soft-
ware design process for strapdown systems that
must be accomplished during the normal develop-
ment cycle., On the basis of the author's experi-
ence on the Honeywell LINS (Laser Inertial Navi-
gation System) Program, strapdown software can
be developed for today's minicomputer that has
negligible impact on the system error budget.
Associated computer costs are minimal and of
secondary importance in system cost tradeoffs.

STRAPDOWN SYSTEM CONFIGURATIONS

Figures 1 and 2 illustrate the mechanization of
typical strapdown navigation systems, identifying
computational elements and interfaces with the
strapdown sensors (gyros and accelerometers),
FFigures 1 and 2 differ in the type of gyro used
(rate or attitude), For the attitude gyro config-
uration (Figure 2), sensor assembly attitude
relative to a reference coordinate frame (the gyro
rotor reference) is measured directly from the
gyros, For the rate gyro configuration (IFigure 1),
the attitude of the sensor assembly relative to a
reference space is calculated in the system com-
puter by processing the rate gyro signals, In
other respects, Figures 1 and 2 are equivalent,

Referring to Figure 1, the interface betwecn the
sensors and system computer is a digital inte-

gration process over the computer attitude com-
putation interval. The up-down counters in Fig-
ure 1 provide the integration function of counting
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the output pulses from the strapdown sensors over
the computer iteration interval, The gyros and
accelerometers are mechanized to output pulses,
the occurance and phase sense of which indicate
that a prescribed increment of integrated vehicle
axis rate and/or acceleration has been accumula-
ted in a specified direction, The accumulations
from the up-down counters are sampled simul-
taneously into holding registers once each com-
puter iteration interval and are reset for the next
interval accumulation. The sampled counts are
serially loaded into the computer memory during
each compntation interval for processing,

The integrated rate samples (Figure 1) are compen-

sated in the system computer for known systematic
errors and then used to update the calculated atti-
tude of the sensor assembly relative to navigation
coordinates (typically local level azimuth wander),
The attitude data is used to transform the acceler-
ometer count vector (after applying compensation)
from sensor axes to its equivalent vector form in
navigation coordinates. In the attitude gyro config-

uration (Figure 2), the equivalent acceleration trans-

formation function is performed using attitude data
provided directly from the attitude gyros, after
first applying an attitude rotation to account for the
orientation of the gyro reference relative to the
navigation coordinate frame,

The computed navigation coordinate frame inte-
grated acceleration increments are then accum-
ulated to compute earth-referenced velocity,
Included are correction terms (gravity, Coriolis)
to correct for acceleration effects not directly
measurable by the specific force-sensing accel-
erometers. For the vertical velocity channel, a
barometric altimeter feedback from the altitude
computation loop is included to prevent vertical
channel divergence,

The velocity vector is integrated to determine
vehicle earth-referenced position and altitude,
Computed position is used to calculate the compo-
nents of earth rate in the local level navigation
coordinate frame, These signals summed with
the angular rate of the position vector relative to
the earth (calculated from the horizontal velocity
components) are used to precess the navigation
attitude reference to maintain its horizontal
orientation with respect to the local vertical, In
the case of the Figure 1 rate gyro configuration,
this is accomplished by torquing the analytical
attitude reference directly. In the case of the
Figure 2 attitude gyro configuration, this is
accomplished by rotating the gyro attitude refer-
ence matrix, Vehicle geographic latitude/longi-
tude angular coordinates are determined directly
from the computed position data for output infor-
mation. The azimuth orientation of the locally
level navigation frame relative to earth geographic
(North/Tast) coordinates is also determined as
part of the position computation process, This
data is used to resolve the horizontal velocity
vector from navigation coordinates to determine
ground speed and track angle relative to North,

The initial value for the attitude matrix in Figurel
(and gyro attitude relative to navigation coordi-
nates in Figure 2) is typically determined during

the preflight alignment process while the vehicle
is stationary. Conceptually, the method is to
deduce the initial attitude using the gyros and
accelerometers to measure the orientation of the
sensor assembly relative to the sensed earth rate
and gravity reaction force vectors, The analyti-
cal method for achieving the measurement differs
between systems. In general, the process is a
filtering operation that implicitly seeks the
gravity/earth rate signals in the presence of
sensor noise and aircraft dynamic disturbances
(principally acceleration), Insertion of aircraft
initial latitude and longitude to the system is
included in the preflight procedures.

Figures 1 and 2 illustrate typical mechanization
approaches used in strapdown inertial navigation
systems, For a particular application, varia-
tions will exist, However, for performance
analysis purposes, the Figure 1 and 2 configura-
tions adequately represent the sensor/computer
interface for analyzing error characteristics of
particular sensor types,

GIMBALED SYSTEM CONFIGURATION

Figure 3 illustrates a typical inertial navigation
system using a gimbaled platform to isolate the
sensor assembly from the user vehicle, The
gimbal servos in Figure 3 are slaved to the out-
puts of attitude or rate integrating gyros mounted
on the stable element. In this manner, the gyro
outputs are constrained to null, thereby attitude
stabilizing the accelerometers, which are also
mounted on the stable element. Torquing signals
generated in the system computer operate on the
gyros in a prescribed manner to control the orien-
tation of the stable element relative to earth
coordinates,

As the stable element is torqued on command from
the system computer, the orientation of the stable
element (and accelerometers) is known in the
computer, and the accelerometer signals can be
interpreted in a known coordinate frame, For

the common case where the platform is controlled
to be parallel with navigation axes (e.g., azimuth
wander), the acceleration signals from the plat-
form can be integrated directly in the system com-
puter to obtain navigational velocity data, llence,
for this case, the accelerometer outputs in I'ig-
ure 3 are analogous to the analytically transformed
acceleration signals in Figures 1 and 2, The
position/velocity computation functions in Figures
1, 2, and 3, therefore, are equivalent or identical.

For sensor error analysis purposes, the gimbaled
system configuration considered in the paper is
of the locally level azimuth wander type. This is
the traditional approach used in most systems
today, It should be recognized, however, that
several of the system errors (notably those
created by fixed biases in level axis gyros and
accelerometers) can be cancelled through the
addition of an azimuth turn-table to the platform
assembly on which the level axis sensors are
mounted (e. g., the Delco Carousel system).
Rotation of the turn-table at a fixed rate (typically
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one revolution per minute) averages away the

bias effects on navigation error due to the rota-
tion of the lines of action of the sensor error
vectors relative to navigation coordinates, and
the resulting conversion of constant sensor errors
to oscillatory inputs to the navigation equations,
Although this approach relieves performance
requirements for the level sensors, it also
results in a cost/complexity penalty due to the
addition of the turn-table,

COMPARISON BETWEEN STRAPDOWN AND
GIMBALED SYSTEM MECHANIZATIONS

Comparisons between Figures 1, 2, and 3 illus-
trate the fundamental distinctions between strap-
down and gimbaled implementations:

1. An increase in computer complexity for
the strapdown system to analytically per-
form the accelerometer attitude stabiliza-
tion function provided implicitly by the
mechanical gimbal assembly,

A decrease in mechanical complexity for
the strapdown system due to the elimina-
tion of the gimbal assembly,

3. An increase in the performance require-
ments for the strapdown compared to the
gimbaled sensors to provide equivalent
system-level performance in a more
severe vehicle mounted rate environment,

Items 1 and 2 are the classical strapdown versus
gimbaled tradeoffs that strapdown proponents
have traditionally used to prove the cost and re-
liability advantages of the strapdown approach. It
has only been in recent years, however, with the
advent of low-cost, high-speed digital computers
that the tradeoff favors the strapdown approach,

Of more significance is Item 3, which underlies
the basis for the gimbaled mechanization concept.
The gimbal assembly in a gimbaled navigation
system ig used for the express purpose of shield-
ing the inertial sensors on the stable element
from the rotational environment of the user
vehicle, hence reducing sensor performance
requirements to meet a given level of system
accuracy, The corrolary is that for a particular
inertial sensor, the gimbaled mechanization
approach will be more accurate than its strap-
down equivalent, Therefore, to achieve equivalent
system-level performance, the strapdown sensor
generally requires a higher performance capa-
bility than its gimbaled counterpart. Two

avenues can be pursued to achieve the performance
improvement:

® Modifying the gimbaled sensor for strap-
down application to achieve higher perform-
ance levels. A sensor cost increase would
result that would partially offset the strap-
down savings of eliminating the gimbal
assembly. The technical feasibility depends
on advancements in gimbaled sensor tech-
nology that make possible what was origi-
nally (10 years ago) unachievable,

® Development of new sensors with the
required strapdown performance levels with
comparable (or lower)} costs compared to
traditional gimbaled sensors,

Today's sensor technology provides the inertial
system designer with four choices that can be
considered for the above alternatives: floated rate
integrating gyros, tuned rotor gyros, electrostatic
gyros, and laser gyros, The first three devices
are based on the inertial properties of spinning
mass and are suitable for use in both strapdown
and gimbaled systems, The laser gyro is basedon
the relativistic properties of light and is uniquely



compatible with only strapdown applications due

to its inherent digital pulse output, The suitability
of either type of device in a strapdown system
depends on its performance level in application
environments compared with the performance
requirements for a specified level of system
accuracy,

STRAPDOWN SENSOR PERFORMANCE
REQUIREMENTS

This section discusses some of the more signifi-
cant sensor error sources affecting strapdown

as contrasted with gimbaled system performance
and identifies typical sensor requirements to meet
a general 1 nmi/h system accuracy specification,
The quantitative values presented for the error
mechanisms can be easily derived through kinema-
tic reasoning or through use of the simplified
analytiga% e‘I‘ror models in the classical navigation
texts, 2,3, %0

The particular angular rate and linear accelera-
tion followed by an aircraft in a given mission has
a major effect on the composite navigation error
generated in the inertial navigation system,
Depending on the direction and time phasing of

the maneuvers (relative to the Schuler frequency
for example), error effects can accumulate or
cancel each other, The performance figures
presented here are representative of strapdown
and gimbaled system 1 nmi/h requirements in
general and serve to illustrate the relative dif-
ferences between the two mechanization
approaches. Precise requirements for a particu-
lar application can only be determined through
detailed error analyses for the class of missions
and equipment types being considered for that
application,

In the discussion to follow, the reader should be
aware of the fundamental distinction between

two characteristic errors in an inertial navigation
system: 1) the average position error rate and

2) the velocity error, Average position error rate
is a term traditionally used to classify system
navigation positioning accuracy, It represents
the average slope of the position error curve over
the total navigation period and is usually meas-
ured in nautical miles per hour, The velocity
error is a measure of the instantaneous slope of
the position error curve during flight and is
usually measured in knots or feet per second,
The position error is a measure of the accuracy
in the ability to estimate current vehicle location
at any point in time; the velocity error is a meas-
ure of how accurately the inertial system can pre-
dict the instantaneous speed and flight path direc-
tion of the vehicle, In general, due principally to
the Schuler oscillatory char‘acter‘istics agaociated
with inertial navigation systems, < 3,4, the
velocity error and average position error rates
are unequal, On an ensemble basis, the velocity
error is typically larger than the position error
rate by a factor of about 3 for gimbaled systems
and 3 to 5 for strapdown systems.
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One further point should be noted regarding the
definition of sensor errors used in the paper,
Sensor error or accuracy requirements refer to
the error residuals left in the system after the
gensor signals have been compensated for known
systematic (calibratable) effects (Figures 1, 2,
and 3 compensation operations), As such, sensor
errors as used here represent performance
deviations after calibration due to calibration
errors and sensor performance anomalies,

Gyro Rate Capability

Depending on the type of vehicle, the angular rate
range over which performance must be maintained
can vary from 100 deg/s (for large commercial
aireraft) to 400 deg/s (for military fighter air-
craft). Strapdown sensors, which are mounted
directly to a vehicle, are exposed to the full
vehicle rates; gimbaled sensors, which are isolated
from an air frame by the gimbal assembly, are
only exposed to the relatively low rates of the
computer torquing signals (typically 1 deg/min
maximum),

Gyro Bias Accuracy

The effect of gyro bias error on an inertial navi-
gation system is to generate a position error with
a systematic drift component proportional to the
gyro bias and a velocity error that oscillates
around the average position error slope at the
Schuler frequency (84 minute period), The effect
has two causes: drift input to the attitude refer-
ence during flight, and a heading misalignment
during flight created by gyro bias during preflight
alignment. In general, gyro bias errors in the
0.01 deg/h range are compatible with overall

1 nmi/h system position error requirements, As
illustrated by the following examples, the exact
error magnitudes are dependent on the flight pro-
files anticipated and the system mechanization
used (strapdown or gimbaled),

Because the sensors are fixed to the stable ele-
ment in a gimbaled system, their orientation
during the early flight phase (first hour or two)

is parallel to their orientation during alignment
(for a wander azimuth system). The result is
that the North component of position drift created
by bias during early flight partially cancels the
effect of the initial heading misalignment, because
both errors are caused by the same gyro drift,

In the strapdown system, where the sensors are
fixed to the vehicle, there is no correlation
between the orientation of the sensors during
flight and alignment, and the navigation and head-
ing errors appear statistically independent. Thus,
no systematic cancellation occurs, On the other
hand, because the strapdown sensors are fixed to
the vehicle, drift rates on outbound and return
legs of a circular flight can have a cancelling
effect. In the gimbaled system, where the sensors
are fixed to the stable element, no such cancella-
tion will occur,

For both gimbaled and strapdown systems, navi-
gation over a spherical earth has a bounding



effect on cross-range position error growth. The
effect can be visualized by considering the cross-
range navigation error that would be generated
when traveling on a great circle trajectory that
deviates from a desired great circle flight path,
Initially, the cross-range error will have a linear
growth rate. After traversing 90 degrees of iner-
tial range angle, a cross-range position error will
have been accumulated, but the off-nominal and
nominal flight paths will now be parallel; hence the
cross-range position error rate will be zero. Con-
tinued travel will actually decrease the position
error. This bounding characteristic of terrestrial
inertial navigation systems is an important consid-
eration when error budgeting for long-range flights,

To achieve 1 nmi/h overall system performance,
somewhat improved bias performance is required
of the strapdown gyro to provide a greater budget
for other sensor errors that have a larger effect
on strapdown system accuracy (due to the more
difficult body-mounted rate environment), Per-
formance improvements are desirable in the
areas of g-sensitivity and thermal sensitivity.
These two effects can be a major source of error
for gimbaled gyros under dynamic flight conditions
(fast warm-ups and high-g maneuvers),

Gyro Wide-band Rate Noise

Wide~band rate noise from a gyro in an inertial
navigation system (a white noise random drift
rate) has two deleterious effects: an increase
in the system alignment time to achieve a given
level of initial heading accuracy, and an rms
growth rate in a position/velocity Schuler oscil-
lation during navigation. The latter effect,
generally, is of more concern from a velocity
accuracy standpoint, For a gyro wP}Ee noise
rate with rms density of o (deg/h ), an
alignment time T,, and a navigation time t, the
rms initial heading error (o) and Schuler velocity

error (crv) are given by:
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where Q is earth's rotational rate, %, is aircraft

latitude during alignment, R is earth's radius to
the vehicle during cruise, and w, is the Schuler

frequency (84 minute period).

For a gyro random noise of 0,002 deg{hl ';2, an
alignment time of 5 minutes, and an alignment
latitude of 45 degrees, this translates into an
initial heading error of 2 arc minutes and a
velocity error at 1 hour of 0.6 ft/s. These fig-
ures are generally consistent with "'l nmi/h
navigator performance requirements.

Gyro Scale Factor Accuracy

Operation over wide rate ranges where large net
attitude excursions can occur over a given flight
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imposes a severe requirement on strapdown rate
gyro (Figure 1) scale factor accuracy. Of par-
ticular significance are large unidirectional
maneuvers, For example, for a 360 degree uni-
directional turn (heading rotation) with a 0,005
percent gyro scale factor error, a 0.018 degree
heading error is produced in the strapdown atti-
tude reference. The impact on navigational
accuracy for typical aircraft velocities (750 knots
combined effect of earth and aircraft motion) is
to generate an average 0,23 nmi/h cross-track
position drift., A more severe case is a 360
degree roll maneuver generating a 0.018 verti-
cality error in the attitude reference. The
impact is a bounded cross-track Schuler
oscillation having a +8 ft/s velocity error and

a position error that oscillates between 0 and 2
nautical miles,

These maneuvers vividly illustrate the need for
high scale factor accuracy in rate gyro strap-
down systems where severe vehicle maneuvering
is prominant, The exact requirements are a
function of the number and type of maneuvers
expected for the missions to be flown, the direc-
tion and time phasing of the maneuvers, and most
importantly, the navigational (position and velo-
city) requirements for all points along the mission
(i,e,, an overall 1 nmi/h requirement is a gross
oversimplification), An important point to be
noted regarding maneuver profiles is that rotations
in the direction opposite to a previous maneuver
(about the same axis) cancel the scale factor
errors of the previous maneuver, In general, it
would appear that a 0. 0005 percent scale factor
accuracy capability for a strapdown rate gyro
meets most mission requirements where '1 nmi/h
performance' is the stated goal,

A potentially more severe scale factor accuracy
requirement for the strapdown rate gyro (Fig-
ure 1) is the effect of scale factor nonlinearities,
particularly near the null input rate region (1
deg/sec), Typical user vehicles are in a contin-
ual state of angular oscillatory motion due to auto-
pilot limit cycling and vehicle interractions with
the air mass. A +1deg/s oscillation (zero
mean) activity level is a common environmental
condition. Consider the effect of a gyro non-
linearity in scale factor near the null region
(i.e., a slightly different scale factor for positive
rates than for negative rates), The effect on the
oscillatory rate input is to generate a systematic
bias error output proportional to the product of
the input rate amplitude with the nonlinearity.
For an equivalent bias accuracy requirement of
less than 0,01 deg/h, gyro scale factor nonlineari-
ties around null must be held to 1 part in 10° to
avoid rectifying 1 deg/sec oscillatory errors.
Depending on the strapdown gyro configuration
used, this effect could be more severe than the
desired 0, 0005 percent overall scale factor
accuracy limit, as its presence is continually
felt, not only under maneuvering flight conditions,

For the gimbaled attitude type gyro, scale factor
accuracy refers to torquer performance (Figure 3).



The torquer operates on the rate commands from
the navigation computer, which maintains the
platform level. Because the pickoff is continually
servoed to null by the gimbal operation, the pick-
off scale factor error is not critical for navigation
accuracy (as contrasted with the strapdown atti-
tude gyro). If a torquer scale factor error exists,
a gyro drift rate is generated proportional to the
torquing rate, which for a local vertically main-
tained platform is proportional to the angular rate
of travel of the vehicle over the earth, The result
is a navigation position error rate proportional

to vehicle translational rate, For typical vehicle
rates of 750 knots (including earth's motion) and

a 0,03 percent torquer scale factor error, a 0,23
nmi/h position error rate is generated, Com-
pared to 1 nmi/h accuracy requirements, this is
acceptable performance,

For the strapdown attitude gyro (Figure 2), scale
factor error is included in the wide-angle read-
out accuracy performance figure,

Attitude Gyro Wide-Angle Readout Accuracy

An error source peculiar to the attitude-type
strapdown gyro configuration (Figure 2) is the
accuracy of the attitude output signal over the
full range for wide-angle (spherical) readout.

A readout error of 20 arc seconds corresponds
to peak position and velocity oscillatory errors
of 0,7 nautical miles and 2,5 ft/s. For missions
requiring good velocity accuracy, angle readout
errors should be constrained to 10 arc seconds.

Rate Gyro Bandwidth

The requirement to calculate attitude from
digital body rate integration increments in the
rate gyro strapdown system (Figure 1) imposes
unique requirements on gyro bandwidth, Due to
the noncomutativenature of attitude motion as a
function of body rate, sinusoidal rate components
in two body axes at a given frequency, if out of
phase, generate an attitude rate along the third
axis that has a constant component.” Hence, if
such out-of-phase motion (coning) is present at

a significant level, it must be measured by the
strapdown gyros and properly accounted for in
the strapdown computer, Otherwise, a systema-
tic attitude drift error will result about the third
axis,

To be capable of measuring the high-frequency
coning motion anticipated from vehicle vibrations,
the strapdown rate sensor should have sufficient
bandwidth, Bandwidth limitations in the rate
sensor have to be overcome by either ensuring
that coning vibrations will not be generated out-
side the gyro pass band (a difficult analytical
problem in view of the uncertainties involved) or
by shock mounting the sensor assembly to ensure
that angular vibrations outside the gyro pass band
will be attenuated, The latter alternative intro-
duces a penalty in size and cost, an error in the
ability to precisely know the alignment of the sen-
sor assembly relative to the vehicle (for attitude
output purposes), and places a limitation on the
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ability of the strapdown sensors to measure wide-
band body rate for other than navigation purposes,

Typical bandwidth requirements for strapdown
rate gyros are difficult to define due to their
close dependence on particular vehicle vibration
and sensor mount characteristics, In general,
bandwidths from 30 to 300 Hz may be required,
depending on the application,

Rate Gyro Quantization

For the strapdown rate gyro, the quantization
level (pulse size) of the integrated rate output
increments has a bearing on the attitude compu-
tation accuracy in the strapdown computer, The
quantization level has to be sized to accurately
account for coning-type motion over the antici-
pated frequency range of expected input vibrations,

For a gyro pulse size E, a coning amplitude E,
and a coning frequency f". a worst case order-of-
magnitude estimate for the 2c(ming error generated
by pulse quantization is mE“F, For a pulse size
and coning amplitude of 3 arc seconds with 20 Hz
frequency (not unreasonable for a high-perform-
ance vehicle), this translates into a 0,003 deg/h
error, This is an acceptable error for a 1 nmi/h
navigation system,

Depending on the vehicle vibration level, and the
mechanical interface between the strapdown sen-
sor assembly and the vehicle, high-frequency
coning motion may or may not exist. A frustrating
aspect of this phenomenon is the inability to ade-
quately model and analyze the effect prior to in-
stallation in the user vehicle. As for the band-
width requirement, an expedient solution to the
problem is to shock mount the sensor assembly
to ensure that high frequencies are attenuated.
The alternatives are to select a gyro with a fine
pulse size (order of 2 arc second) or to use a
large pulse (e.g., 10 arc seconds) with the hope
of never seeing large rectifying coning effects in
practice,

Accelerometer Error

The effect of accelerometer bias in an inertial
system during navigation is to introduce a Schuler
oscillation into the velocity and position data. For
a 50pg bias on an accelerometer in a fixed hori-
zontal attitude, peak velocity and position errors
of 1.3 ft/s and 0, 34 nautical mile result, These
figures are generally consistent with 1 nmi/h
inertial navigation system requirements and are
representative of performance in either strapdown
or gimbaled applications.

Another effect of accelerometer bias is to intro-
duce an initial tilt into the attitude reference due

to the preflight alignment process that also uses
the accelerometers for sensing vertical, The effect
of initial tilt during navigation is identical in mag-
nitude to the bias error effect described previously;
however, its direction is along the initial accel-
erometer input axis direction, For a strapdown
implementation, the direction of an accelerometer



during flight has no correlation with its direction
during alignment, Hence, the two errors, al-
though caused by the same source, appear as
independent quantities that on a statistical basis
have an rms effecty2 times larger than either
error acting independently. For the gimbaled
system, where the sensors are mounted on the
stable element, their orientation during the early
phase of flight (first hour or two) is parallel to
their orientation during alignment. The result is
that the tilt effect cancels the bias effect early in
flight. For long flight times (several hours), the
rotation of the platform uncouples the two effects
(for a wander azimuth mechanization) resulting in
performance equivalent to the strapdown system.
Hence, from a long-term navigation standpoint,
the overall accelerometer bias effects for strap-
down and gimbaled systems are equivalent. For
short missions, however, the gimbaled system
has the advantage in performance for a given
accelerometer.

An additional error source associated with accel~
erometers that should not be overlooked is the
short-term transient bias trending characteristic
following turn-on, A changing accelerometer
bias during system alignment cannot be distin-
guished from a platferm heading variation from
North (and the resulting attitude reference torquing
rates generated in the system to maintain verti-
cality on a rotating earth). Hence, accelerometer
bias trending during alignment is interpreted as

a heading deviation, and a heading error results.
Quantitatively, 0,01 pg/sec trending (not unusual
for today's instruments) generates a 0.7 arc
minute heading error, which is generally consis=
tent with 1 nmi/h navigation requirements. For
strapdown systems requiring fast reaction times,
the stabilization time to minimize heading errors
in alignment due to accelerometer bias trending

is an important consideration in accelerometer
selection.

Regarding the strapdown system, scale factor
trending during alignment can have the same
effect as bias trending if the sensor assembly is
oriented at an angle relative to the local vertical.
For a 5 degree angle, 0.1 ppm/sec scale factor
trending will produce the equivalent of the 0.01
ug/sec bias effect described. For a gimbaled
system, in which the accelerometers are leveled
as part of the alignment process, no such error
exists.

Sensor Alignment Accuracies

Alignment uncertainties between the input axes of
the sensors in an inertial navigation system gen-
erate navigation errors due to erroneous interpre-
tation by the navigation computer of the orienta-
tion of the accelerometer sensing axes relative to
navigation coordinates. As an example, for a
system (strapdown or gimbaled) with a misalign=~
ment between a nominally parallel gyro and
accelerometer, consider the effect of a rotation
about an axis perpendicular to the accelerometer
input axis. If the rotation axis lies in the plane
of the misaligned gyro-accelerometer axes, the
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gyro will sense a portion of the rotation, indicat=
ing erroneously to the system computer that the
accelerometer has rotated about an axis that is
tipped from the true rotation axis by the misalign-
ment angle, The result is that the sensed accel-
erations are interpreted in the system computer
to be rotated by an error angle from the true
sensing direction.

The magnitude of this effect is proportional to the
size of the angular movements of the sensor as=
sembly over the anticipated mission profiles, and
the sensor misalignment uncertainties. For a
gimbaled system, the angular motion of the plat-
form is typically on the order of angular distance
traveled over the earth; hence, the platform
attitude error and resulting navigation error is
proportional to range angle. For a 1 arc minute
misalignment, a navigation error on the order of
0. 03 percent of distance traveled results (or
0.03 percent of average velocity in terms of
navigation error rate), which is generally con-
sistent with 1 nmi/h inertial navigation system
requirements.

In the strapdown system, where the sensor as-
sembly is attached to the vehicle, it can be ro-
tated through large angles very rapidly, intro-
ducing the potential of large cross-coupling effects
over the mission length due to misalignments.
For example, a 10 arc second misalignment
error between a nominally parallel gyro and
accelerometer, coupled with a 180-degree rota-
tion normal to the accelerometer input axis, will
generate a 20 arc second attitude dispersion in
the computer in interpreting the accelerometer
signals. If an angular error in verticality is
produced, a Schuler oscillation will be generated
in the navigation computer with peak velocity
errors of +2,5 ft/s and a position error that os-
cillates between 0 and 0.7 nautical mile.

An important characteristic of the latter error
phenomenon is that for a complete rotation

(360 degrees) no net attitude error accumulates,
For an attitude-type strapdown gyro (Figure 2),
this characteristic applies for all maneuvers that
end at the same attitude orientation, independent
of attitude history during the maneuver (i.e.,
the attitude error that can develop for a partic-
ular maneuver is determined by the final attitude
only and is at maximum for a 180 degree rota-
tion). However, for the strapdown rate gyro
configuration (Figure 1), due to the nature of
the attitude update equations in the strapdown
computer, the attitude error is a function of the
way in which the maneuver was executed, Asa
result, complex sequential maneuvers, or com-
plete rotational maneuvers about an axis that is
not along one of the cardinal sensor assembly
axis, can generate residual attitude errors,
even if the maneuver ends at the same attitude
at which it originated, For example, consider

a maneuver consisting of a +90 degree roll
followed in succession by a +90 degree pitch,
-180 degree roll, +90 degree pitch, and +90 de-
gree roll, The aircraft attitude at completion of
the maneuver is as it was originally, However,



a net attitude error will be left in the rate gyro
strapdown computer if the gyros were misaligned
relative to one another during the maneuver due
to cross-coupling effects introduced as the maneu-
ver progressed.

Depending on the anticipated mission envelopes to
be flown, the effect of this residual error buildup
must be included in the error budget to determine
the strapdown rate gyro alignment requirement.
Also included must be an assessment of mission
needs as a function of time in the mission, In
general, it appears that 5 to 10 arc second align-
ment accuracy is required between strapdown sen-
sors to be consistent with 1 nmi/h system accu-
racy requirements, For the attitude gyro strap-
down system, 10 arc seconds appears acceptable,

Reaction Time

A traditional problem with inertial navigation sys-
tems has been the time required for warm=-up and
alignment before the navigation mode can be
entered, Inthe past, 15 minutes for these opera-
tions was not uncommon. The warm=-up require-
ment is dictated by the time period for perfor=-
mance to stabilize in the inertial sensors, at least
to a predictable level. The alignment time is
limited by sensor noise characteristics and ex-
pected vehicle acceleration disturbances (wind
buffeting and fuel loading) during alignment. A
desired improvement for all inertial components,
gimbaled or strapdown, is reduction in the reac=
tion time to less than 5 minutes,

Sensor Calibration Interval

Sensor accuracies of the magnitudes discussed
are not easily achieved with conventional instru-
ments on a long=term basis. Periodic calibra-
tions are typically required to achieve the re-
quired performance levels during mission times.

For gimbaled systems, calibrations of the
instruments can be achieved through the built-in
expedient of using the gimbal assembly as a
platform test table in a special system calibrate
test mode. The method is to command the stable
element to rotate to different attitudes while re-
cording and comparing system/sensor readings.
The movement of the sensor assembly relative to
local gravity and earth's rate permits the sensor
errors to be separated from the true earth rate
and gravity reaction force measurements, thereby
calibrating the sensors, The advantage of this
approach is that the calibration can be performed
without removing the system from the stationary
user vehicle,

For the strapdown sensors, no mechanism exists
for automatically positioning the sensor assembly
without moving the vehicle. Further, vehicle
motion on the ground is limited to heading changes;
hence, if used, many error sources are not ob-
servable (cannot be calibrated). The ability to
accurately and conveniently measure sensor errors
therefore, is severely limited for the strapdown
system.
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It should be noted that a composite gyro bias com-
pensation method has been demonstxiahed on strap-
down floated rate integrating gyros ‘» © through the
measurement and comparison of system per-
formance with the gyro spin motors operating at
two different speeds (i, e,, forward and reversed®),

For the wheel reversal method, this has an effect
‘equivalent to a 180 degree rotation of the gyros.

'This calibration mechanism is limited by its in-
ability to separate g~-insensitive from g-sensitive
error terms, the inability to accurately measure
gyro scale factor errors, and the problem of pre=
dicting vehicle movement during the period when
'the gyro spin motors are being changed such that
performance can be compared in equivalent ref-
erence frames,

In general, it can be stated that long-term sta-
bility requirements are more severe for the
strapdown than for the gimbaled sensors due to
the lack of a convenient on-board calibration
mechanism and to the general unacceptability of
regular system removals from the user vehicle.
Thus, not only are the accuracy requirements
generally more difficult to achieve for strapdown
sensors for a given mission; they must also

be achieved without the luxury of frequent calibra-
tions, which can be afforded with gimbaled
systems,

Summary

Table 1 is a summary of the strapdown as con-
trasted with gimbaled sensor requirements for
the error sources considered ina "1 nmi/h
navigator'' application. For degraded navigation
performance, the requirements diminish
proportionally.

Typical Values for 1 nmifh
System Accuracy
Hate Attitude
Performance Parameter Gimbaled| Gyro Gyro
Strapdown | Strapdown
Gyro Rate Range (deg/s) 0,02 100-400% | 100-4002
Gyro lias Accuracy (deg/h) ook 0.0 0, 01
Gyro Wide-Band Random Rate
Noise (deg/h 172 0.002 |D. 002 0, D02
Gyro Scale Factor Accuracy 0. 03 0. 0005 - | N/A
{percent) 0. 005
Attitude Gyro Wide-Angle
Readout Accuracy fare second) | N/A NiA 10
Rate CGyro Bandwidth (Hz) N/A 30 -1002 Nia
Hate CGyro Quantization
fare second) NiA 2-10R NiA
Aceelerometer lHias
Accuracy (ugh 100 50 a
Accelerometer Shorl=-Term
lias Trending {ug/s) 0,0 0, 01 0, o
Accelerometer Short=Term
Scale Factor Trending
(rPm /=) N/A 0.1 0.1
Sensor=to-Sensor Alignment
Accuracy (are secondt RO H-102 10
System Reaction Time, Warm-
up and Alignment {min} 5 5 5
System Calibration [nterval
{months} ; 1 ] L
4 pepending on severity of dynamic environment,
5 PDegraded under dynamic conditions Mrom indicated figure
Table 1, Typical Strapdown Versus Gimbaled

Sensor Performance Requirements



THE RING LASER GYRO

Of the strapdown gyro types available today and
‘in the immediate future, the ring laser gyro has
the capability for best achieving the performance
requirements given in Table 1. This unique in=-
‘strument has no moving parts and is extremely
simple in construction, providing the required
low cost and high reliability in projected produc-
tion configurations, Its accuracy relies on the
constancy of the speed of light. Reference 9
describes this unique instrument, its mechaniza-
tion approach, and performance characteristics.

Figure 4 depicts the basic operating elements in
a laser gyro: a closed optical cavity containing
‘two beams of correlated (single-frequency) light.
The beams travel continuously between the re-
flecting surfaces of the cavity in a closed triangu-
lar path; one beam travels in the clockwise direce
tion, the other in the counterclockwise direction,
each occupying the same physical space in the
cavity. The light beams are generated from the
lasing action of a helium-neon gas discharge
within the optical cavity. The reflecting surfaces
are dielectric mirrors designed to selectively
reflect the frequency associated with the particu-
lar helium=-neon transition being used,

PRISM

MIRROR

LASER BEAMS
{CLOCKWISE AND
COUNTERCLOCKWISE)

INPUT RATE

MIRROR

Figure 4, Laser Gyro Operating Principles

To understand the principle of operation of the
laser gyro, consider the effect of cavity rotation
to an observer rotating with the cavity. Relative
to the observer, it would take longer for a wave
of light to transverse the distance around the
optical path in the direction of rotation than in the
direction opposite to the rotation. Due to the
constancy of the speed of light, this effect is
interpreted by the observer as a lengthening of
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the net optical path length in the direction of
rotation, and a shortening of the path length in
the opposite direction. Because a fixed integral
number of light waves must exist around the path
at any instant of time (the beams are continuous,
closing on themselves), the path length shift
must also be accompanied by a frequency shift
in the opposite sense. The frequency difference
between the two beams, thereby, becomes a
measure of rotation rate,

The frequency difference is measured in the laser
gyro by allowing a small percentage of the laser
radiation to escape through one of the mirrors
(Figure 4), A prism is used to reflect one of the
beams such that it crosses the other in almost
the same direction at a small angle (wedge angle).
Due to the finite width of the beams, the effect

of the wedge angle is to generate an optical fringe
pattern in the readout zone. When the frequen=-
cies between the two laser beams are equal
(under zero rate conditions), the fringes are
stationary relative to the observer. When the
frequencies of the two beams are different {under
rotational rates), the fringe pattern moves rela-
tive to the observer at a rate and direction pro-
portional to the frequency difference (i.e., pro=-
portional to the angular rate). More importantly,
the passage of each fringe indicates that the inte-
grated frequency difference (integrated input rate)
has changed by a specified increment. Hence,
each fringe passage is a direct indication of an
incremental integrated rate movement, the exact
form of the output needed for a rate gyro strap=
down navigation system (Figure 1).

The mechanism for generating digital integrated
rate increment pulses from the laser gyro con-
sists of two photodiodes mounted in the fringe
area and spaced 90 degrees apart (in fringe
space). As the fringes pass by the diodes,
sinusoidal output signals are generated, with
each cycle of a sine wave corresponding to the
movement of one fringe over the diodes. By
observing which diode output is leading the other
(by 90 degrees), the direction of rotation is de=-
termined. Simple digital pulse triggering and
direction logic operating on the photodiode out-
puts convert the sinusoidal signals to digital
pulses for computer input.

The pulse size (quantization) for the laser gyro
depends on the wave length of the laser beam and
the path length between the mirrors. For typical
laser gyros with 0. 63 pm wavelength and dis-
tances between mirrors (each leg) on the order
of 4 inches, the pulse size is 2 arc seconds.

Laser Gyro Construction

The accuracy of the laser gyro depends on the
ability to keep the laser beam independent of the
influences of the lasing cavity. A key require-
ment in this regard is that the average of the
path lengths around the lasing triangle for the
clockwise and counterclockwise beams be con=
stant and equal to the value for peak lasing power
(averaged between the two beams). In regard to
the latter requirement it is recognized that many



of the key error parameters for the laser gyro
are stationary for small variations in path length
about the nominal for peak average power.

To achieve a high degree of path length stability,
the laser gyro optical cavity is constructed of
Cer Vit material, which has an extremely low
coefficient of thermal expansion. Figure 5 illus-
trates Honeywell's mechanization concept. A
single Cer Vit structure is used to contain the
helium neon gas with the lasing mirrors and
electrodes forming the seals. High voltage
(typically 1500 volts) applied across the electrodes
(one cathode and two anodes) ionizes the helium
neon gas mixture, thereby providing the required
laser pumping action. Figure 6 illustrates the
interface between the block assembly and the
gyro electronics.
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Figure 5, Laser Gyro Block Assembly
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Figure 6. Laser Gyro Electronic Assemblies

A piezoelectric transducer mounted on one of
the mirror substrates is used to control the
path length of the cavity (Figures 5 and 6). The
control signal for the transducer is proportional
to the deviation from the peak of the average
power in the laser beams; hence, the control
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loop is designed to maintain a path length that
produces peak average lasing power. The aver-
age beam power is measured by a photodiode
mounted on one of the mirrors that senses the
radiation from both the clockwise and counter-
clockwise beams.

Flow phenomena in the laser gyro can cause bias
shifts due to differential changes in the index of
refraction of light along the forward and reverse
beam paths. 11 "To reduce the possibility of net
circular flow phenomena in the gyro, circuitry
is provided to maintain the net current flow in
the two ionization paths constant (see Figure 6).

Laser Gyro Packaging

Figure 7 illustrates the packaging concept used
for Honeywell laser gyros. The electronics to
control the laser and to provide readout pulses
are mounted with the laser block in a single box.
Included is the high voltage supply for gyro
operations (regulated low level voltages are gyro
inputs). The box is hermetically sealed to avoid
problems associated with high voltage arcing at
high altitudes.

Figure 7, Honeywell GG1300 Laser Gyro

Laser Gyro Lock=In

The phenomenon of lock-in in the laser gyro has
historically been its most prominent error source
and the most difficult to handle, The means for
compensating its effects is the principal factor
determining the configuration and performance

of laser gyros from different manufacturers.

The phenomenon of laser gyro lock-in arises be-
cause of imperfections in the lasing cavity, prin-
cipally the mirrors, that produce backscattering
from one laser beam into the other. 12 The



resulting coupling action tends to hold the fre-
quencies of the two beams together at low rates
producing a dead zone, When the gyro input rate
exceeds a threshold known as the lock-in rate,
the beams separate in frequency and begin to pro=-
duce output pulses.

The magnitude of the lock-in effect depends on the
quality of the mirrors used. In general, the
limit of today's technology at Honeywell results
in lock-in rates on the order of 0,01 to 0.1 deg/s.
Compared with 0, 01 deg/h navigation require-
ments, this is a serious error source that must
be overcome,

Honeywell's approach for overcoming lock=-in is
the simple expedient method of mechanically
dithering the laser block at high frequency through
a dither flexure suspension built into the gyro
assembly, The spoked wheel~like structure in
Figure 7 is a torsional spring. One on each side
of the laser block torsionally suspends it from the
center post, Piezoelectric transducers on one of
the springs provide the dither motor drive me-
chanism (Figure 6) to torsionally oscillate the
lasing block at its resonant frequency through a
small angle. This creates enough motion in the
gyro to ensure that the dwell time in the lock-in
zone is short such that lock=-in will never develop.
The result is a gyro that has continuous resolution
over the complete rate range. The residual effect
of lock=in is a small random error in the gyro
output (random rate noise) that is introduced each
time the block passes through lock-in (at twice
the dither frequency).

By mounting the readout reflector prism on the
gyro case and the readout photodiodes on the
block (Figure 5), a simple mechanism is pro-
vided to remove the dither signal from the gyro
output, If the gyro center of rotation is selected
properly, the translation of the dither beam
across the prism causes a fringe motion at the
detector that identically cancels the dither rate
sensed by the block. The result is an output sig=-
nal that accurately measures the rotation of the
gyro case, free from the dither oscillation.

Other Methods for Lock=In
Compensation

Other methods used for lock-in compensation
have been electrical in nature and have had the
unfortunate effect of introducing other errors

into the laser gyro that have degraded its bias and
scale factor accuracy. '

The original alternative to mechanical dither

was use of a Faraday cell within the lasing

cavity 10, This method for overcoming lock-in
introduces a controlled differential shift in

the index of refraction of light into the cavity
between the clockwise and counterclockwise
beams. The result is an imposed constant gyro
bias (usually alternating in sign) that is used to
keep the gyro out of lock-in. The index of refrac-
tion shift is generated by applying a magnetic
field to the Faraday cell, with magnitude and
phase proportional to the desired bias, The bias,

being known and constant, is removed from the
output by digital subtraction.

A recently introduced alternate to the Faraday
cell approach is the magnetic mirror concept

in which a spec'iasl outer coating is applied to the
laser mirrors. By applying a magnetic field
to the mirrors, a differential phase shift is
introduced between the r eflected clockwise and
counterclockwise beams, which appears as a
differential path length change around the cavity.
The result is a bias imposed on the gyro output
that is controllable by the applied magnetic field.

The principal difficulty in the Faraday cell and
magnetic mirror bias approaches has been the
introduction of thermal sensitivities and bias
uncertainties into the gyro through the same
mechanism used to introduce the electrical bias.
Data available on laser gyros using this biasing
technique indicate that at least an order of mag-
nitude performance improvement is needed be-
fore the 1 nmiéh requirements of Table 1 can be
achieved. 14,1

Another approach for overcoming lock-in has
been the differential laser gyro (DILAG) concept.
16 This method also incorporates a Faraday bias
cell, but in a manner that tends to cancel the
effects of bias shift generated by the intrusion of
the cell into the laser cavity. The method is to
use a polarizing crystal in the cavity that creates
two sets of counterrotating beams, each set
polarized in a different direction. Hence, two
laser gyros are created in the same cavity, each
being separable through use of a polaroid filter
on the output. The effect of the polarization dif-
ference between the two laser sets is to make
each respond in the opposite sense to the applied
Faraday bias, Hence, one gyro output is biased
in the opposite direction from the other. Aver-
aging the two signals theoretically cancels the
Faraday bias from the output, including the dele=-
terious effects of bias uncertainties.

The accuracy of the DILAG approach hinges on
the bias effects in each gyro being equal and
opposite. The limited data vailable on DILAG
suggests that further development is needed be=~
fore the concept can be seriousli considered for
1 nmi/h navigation applications. 7

ALTERNATE STRAPDOWN GYROS

Other than the laser gyro, three gyro types can
be considered for high-accuracy strapdown iner-
tial navigation: the single-degree-of-freedom
floated rate integrating gyro, the tuned rotor gyro,
and the electrostatic gyro (ESG). The first two
types of gyros have reached a high level of pro-
duction maturity on gimbaled inertial navigation
system programs. The electrostatic gyro is an
advanced development technology instrument
being considered for strapdown and high-accuracy
gimbaled applications,

Unlike the laser gyro, each of these devices re-
lies on the classical method for inertially sensing
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angular motion: use of a proof angular momentum
device as a reference and measurement of angular
motion relative to it (for attitude) or the torque
needed to rotate it (to measure rate). The accu-
racy of all such devices is dependent on the accu-~
racy by which the momentum device can be con-
tained without introducing unknown torques (drift
rates).

Single-Degree-of-Freedom Floated
Rate Integrating Gyro

The floated rate integrating gyro, pictured sche=-
matically in Figure 8 and described in more de-
tail in References 2, 3, and 5, is the gyro with
the longest production history and is the original
high-accuracy platform gyro. The device con-
sists of a cylindrical hermetically sealed momen-~
tum wheel /spinmotor assembly (float) mounted on
delicate pivots in a cylindrical case, The

cavity between the case and float is filled with a
high viscosity fluid that serves the dual purpose
of suspending the float at neutral buoyancy and
providing damping to resist relative float/case
angular motion about the pivots.

TORQUER MAGNET TORQUER COIL SPIN MOTOR PICKOFF SIGNAL GENERATOR

PIVOT

FLUID

FLOAT ASSEMBLY
INPUT AXIS

Figure 8. Single-Degree-of-Freedom Floated
Rate Integrating Gyro

A pickoff assembly is provided that outputs an
electrical signal proportional to the displacement
of the float relative to the case about the pivot
(output) axis. Also included is a torquer assem-=
bly consisting of a coil attached to the float as-
sembly and a permanent magnet fixed to the case,
By inputting electrical current to the torquer coil,
known torques can be applied to the float assembly
about the output axis. Delicate flex leads between
the case and float are used to transmit the cur-
rent for the motor and torquer coils.

The device senses rate through the gyroscopic
reaction torque generated about the output axis
when the gyro is rotated about is input axis (see
Figure 8), The reaction torque is provided by
the damping fluid, which generates a torque pro-
portional to the relative rate developed between
the float and case (rate of change of angle sensed
by the pickoff as a gyroscopic response to input
axis rate). As a result, a rate of change of the
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pickoff angle is generated proportional to the
input axis rotation rate. The pickoff angle,
thereby, becomes a measure of the integrated
input rate.

To operate the gyro in a strapdown mode, the
float is caged to the case by a torquing signal
proportional to the pickoff output. The torquing
signal forces the float assembly to track the in-
put axis motion, and the torquer current becomes
proportional to the input axis rate. Further, due
to the integrating nature of the device, the inte-
gral of the torquer current becomes proportional
to the integrated input axis rate. A measure of
the torquer current, thereby, provides integrated
rate information for a rate gyro strapdown navi-
gation system.

In general, there are two alternatives for quantiz-
ing the integrated rate current gyro torquing sig-
nal to provide the required incremental pulse
form for the strapdown computer (Figure 1).

The first alternative is to quantize the torquer
current at known integrated current increments
(digital rebalance). The occurrence of a rebal~
ance increment into the gyro, therefore, indicates
that an integrated rate increment has been sensed.
Digital pulses generated in the torquer current
gating logic provide the output signals for the
strapdown computer. The other alternative in-
corporates an analog gyro loop, with a measure
of the analog torquer current used for input to

an electronic integrator. The integrator is re-
balanced incrementally in 2 manner analogous

to the digital gyro loop rebalance scheme, with
the occurrence of a pulse representing the sensed
integrated rate increment.

The tradeoff between the two approaches gener-
ally hinges on the amount of current required to
cage the gyro and the associated difficulties in
generating high-frequency, high-current pulses
(for the digital rebalance) versus the complexity
of the analog electronic pulse rebalance integra-
tor (external to an analog gyro loop) to maintain
low drift rates.

Tuned Rotor Gyro

The tuned rotor gyro is the most advanced gyro
in production today for aircraft 1 nm/h gimbaled
platforms. Due to its simplicity compared to the
floated rate integrating gyro, it is theoretically
lower in cost and more reliable. A schematic
diagram of the tuned rotor gyro wheel assembly
is shown in Figure 9 (see Reference 18 for a
more detailed description).

The gyro consists of a momentum wheel (rotor)
connected by a flexible gimbal to a case fixed
spinmotor drive shaft. The gimbal is attached
to the motor and rotor through members that are
torsionally flexible but laterally rigid, (Figure 9
illustrates the tuned rotor principle. The par-
ticular mechanization used for the rotor assem-
bly varies between manufacturers.) A two-axis
pickoff is included (not shown in Figure 9) that
measures the angular deviation of the rotor (in
two axes) relative to the case (to which the motor



is attached), Also included (not shown) is a two=
axis magnetic torquer assembly that allows the
rotor to be torqued relative to the case on current
command.

TORSIONALLY
FLEXIBLE

COUPLING ROTOR

GIMBAL

MOTOR SHAFT
(CASE FIXED)

Figure 9, Tuned Rotor Gyro Concept

As for all angular momentum=based rate sensing
devices, the key design feature of the gyro is the
means by which it can contain the reference mo-
mentum (the spinning rotor) without introducing
spurious torques (drift rates) in the process.
For the tuned rotor, the method is linked to the
dynamic effect of the flexible gimbal attachment
between the rotor and the motor. Geometrical
reasoning reveals that when the rotor is spinning
at an angle that deviates from the motor shaft
direction, the gimbal is driven into a cyclic os-
cillation in and out of the rotor plane at twice the
rotor frequency, Dynamic analysis shows that
the reaction torque on the rotor to sustain this
motion has a systematic component along the
angular deviation vector that is proportional to
the angular displacement, but that acts as a
spring with a negative spring constant. 18 The
flexible pivots between the rotor and gimbal, on
the other hand, provide a similar spring torque
to the rotor, but of opposite sign. Hence. to free
the rotor from systematic torques associated
with the angular displacement, it is only neces-
sary to set the gimbal pivot springs such that
their effect cancels the inverse spring effect of
the gimbal. Theresult (tuning) is a rotor suspen-
sion that is insensitive to angular movement of
the case. Hence, the pickoff outputs represent
the angular deviation of the case relative to the
rotor reference.

Use of the tuned rotor in a strapdown mode paral-
lels the technique used for the floated rate inte-
grating gyro. Exceptions are that damping must
be provided electrically in the caging loop, as
there is no fluid, and that the gyro must be caged
in two axes simultaneously. The latter effect
couples the two caging loops together due to the
gyroscopic cross-axis reaction of the rotor to
applied torques.
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Proponents of the tuned rotor technology point

to its advantages compared to the floated gyro:
fewer parts, two axes per gyro, elimination of
the need for the fluid suspension and associated
error mechanisms, elimination of flex lead error
torques, elimination of spinmotor axial mass
unbalance as an error source, and more predict-
able instrument warm-up characteristics. These
advantages are partially offset by the addition of
drift terms caused by extraneous torques and
forces at twice spin frequency, the addition of
errors caused by imperfect rotor tuning, windage :
torques and drift errors associated with dynamic
viscous coupling of the off-null gimbal motion
with the surrounding gas, and motor bearing
lubricant containment problems if a near vacuum
is held around the rotor to eliminate the latter
gas dynamic effects, 19

Electrostatic Gyro (ESG)

Of the three angular momentum devices con-
sidered, the ESG comes closest to achieving the
theoretically ideal suspension system. In the
ESG, a spherical rotor is suspended in a vacuum
by an electrostatic field, which is generated by
case=fixed electrodes; hence, there is no phys-
ical contact with the rotor assembly. Pickoffs
on the case sense the orientation of the case
relative to the rotor.

Mechanizations of the ESG pickoff have used op-
tical devices that sense scribe marks etched on
the rotor. For such an approach, the rotor is

a hollow shell, 1to 2 inches in diameter. Alter-
natively, a small, solid rotor (typically 1 cm in
diameter) can be used with a radially offset mass.
The resulting modulation in the suspension field
(due to the mass unbalance) is used to determine
the relative case/rotor orientation. Each of these
approaches is being considered for gimbaled ap-
plication;20- 1 however, only the latter approach,
which uses the small rotor, is being considered
for strapdown application. 20,22 1n 4 strapdown
configuration, the ESG is used as an attitude

gyro (Figure 2); hence, the accuracy of the pick-
off is a key performance parameter (Table 1).

For a specified case orientation relative to the
rotor, and with accurate thermal controls, ESG
errors can be very predictable and compensat-
able., However, for a strapdown application
where the case can be at arbitrary orientations
relative to the rotor, compensation becomes
more difficult. Due to the nonprecise mechan-
ical nature and large size (relative to the rotor)
of the suspension coils, it is difficult to manu~
facture a gyro that has a fixed center of suspen=-
sion in the rotor cavity for all orientations of
the rotor, case, and specific force vector.
Consequently, to avoid excessive drift torques
(fixed and g-sensitive), complex modeling is
needed in thrsg dimensions for bias calibration
coefficients. The calibration problem is
further complicated by movements of the
mechanical assemblies caused by gyro thermal
expansion. To compensate for this effect,



additional modeling can be used; however,
thermal control seems to be the only accurate
method.

To overcome some of these difficulties, Auto-
netics, the principal proponent of the ESG for
strapdown inertial navigation, is developing a
turn-table assembly for their MICRON strapdown
ESG system, on which the inertial sensors are
mounted. The turn-table is rotated at a known
rate relative to the system chassis. The result
is an averaging of the bias error effects (assumed
case correlated) such that the integrated naviga=
tion error is improved.

RING LASER GYRO PERFORMANCE

This section analyzes the performance capabili-
ties of the laser gyro against the requirements
for strapdown navigation presented in Table 1.
The analysis is based exclusively on Honeywell
GG1300 laser gyro performance characteristics
due to the wealth of data currently available on
this instrument. The GG1300 (Figure 7) has a
lasing triangle 5.7 inches on a leg, operates on
a 0.63 pm helium=-neon transition, and has a
pulse size of 1.57 arc seconds, The packaged
device including its electronics (Figure 7) is
8.7 inches long, 6.7 inches wide, and 2.1 inches

in depth.

In general, laser gyro performance is a strong
function of the size of the lasing cavity, larger
gyros having higher accuracy. The GG1300 is
the largest laser gyro currently being produced
by Honeywell and has demonstrated the highest
performance levels thus far achieved with laser
gyro technology. To meet the small size con-
straints of tomorrow's high-performance
military aircraft, the GG1342 laser gyro

is currently in development at Honeywell. The
GG1342 has a 4. 2 inch path length, and outside
dimensions of 6. 8 inches by 5.8 inches by 2.1
inches deep. Recent developments in laser gyro
technology at Honeywell provide the basis for
performance projections for the new device that
equal what has been achieved to date with the
GG1300. On this basis, the performance data
and conclusions drawn for the GG1300 in the fol-
lowing section are expected to be also repre-
sentative of the capabilities of the newer GG1342
technology.

Rate Capability

The rate capability of the laser gyro is limited
only by the bandwidth of the readout electronics,
Output frequencies of 1 MHz are readily achiev-
able within the current state of the art in low-
noise, high-gain readout amplifiers operating on
the laser gyro photodiode output signals. For the
Honeywell GG1300 size gyro (1.5 arc seconds
pulse size), this translates into a 400 deg/s capa=-
bility that meets the full requirement presented
in Table 1. Smaller gyros (and a linearly pro-
portional pulse size increase) yield higher rate
capabilities.

19

‘Bias

Test data on several Honeywell GG1300 laser
igyros in 1974-1975 has demonstrated outstanding
long-term bias stability in the 0. 01 deg/h cate-
gory including turn-op to turn-on, thermal, and
vibration exposures. The bias stability char-
acteristic of the laser gyro was vividly illus-
trated by a long-term test conducted over a two-
year period on a GG1300 laser gyro in which
over 6000 operating hours were accumulated,

and during which time no calibrations were made,
The results, shown in Figure 10, indicate a long-
term stability of better than 0,01 deg/h. The
data in Figure 10 is the total data sample taken
(no editing). Each data point represents the
average drift over the first 4 hours of operation
(from turn-on) computed as the four-hour pulse
count divided by four, At least 3 hours of off
time preceded each test.

There is no known g-sensitivity in the laser gyro
bias. References 24, 25, and 26 describe rocket
sled and severe vibrational exposure tests per-
formed on Honeywell laser gyros that demon-
‘strate the g-insensitive performance capabilities,

Figure 11 illustrates the bias sensitivity of
Honeywell's current GG1300 laser gyro tech-
nology to start-up and severe thermal transients.
Figure 11 also includes similar test data obtained
on Honeywell's older technology laser gyros
(1974-1975). A comparison between the Figure
11 data sets illustrates the technology
‘improvements achieved over the last year in
laser gyro thermal insensitivity. As can be seen
from Figure 11, the effect of thermal environ-
ments on gyro bias accuracy relative to 0,01
deg /h requirements is barely noticeable for
today's instrument. In addition, performance
data analyses at Honeywell have demonstrated
that the residual thermal effects are easily
modeled using temperature measurements

from each gyro. The result is that the com-~
pensated bias performance in today's gyro is
virtually constant, independent of start-up and
thermal transient effects.

Gyro Wide-Band Random Rate Noise

Random wide-band rate noise in the laser gyro is
caused by mechanically dithering the gyro block
through the lock-in zone twice each dither cycle.
As a result, a random angle error is generated at
twice the dither frequency, which is uncorrelated
from half cycle to half cycle. The effect is a rate-
noise-like signal on the gyro output that has zero
mean and short correlation time. For error analy-
sis purposes, the effect can be accurately modeled
as white noise,

The effect of the white noise is notable in both
Figure 11 data sets. These data sets are plots

‘of average rate samples using a 1 minute aver-

aging window (the integral of the gyro output, or
pulse count, over a one minute period). The

noise in the data is the average rate noise from
the gyro for the one minute averages. The rms

value of the noise for both sets of data is on the
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order of 0.025 deg/h. The corresponding random
noise spectral coefficient is obtained by multi-
plying this figure by the square root of the aver=-
aging time, The result is 0,003 deg/hl/2 com-
pared to the 0, 002 deg/hl /2 requirement in

Table 1.

Random noise for laser gyros is a function of the
mirror quality and manufacturer's experience.
Current Honeywell technology is capable of pro-
ducing GG1300 gyros with random noise coeffi-
cients in the 0,002 to 0,005 deg/hl/2 range. With
the benefits of learning as the laser gyro tec}l-
nology phases into production, 0,002 deg/hl1/2 or
lower should be standard performance,

Scale Factor Accuracy

The laser gyro's scale factor accuracy is one of
its principal attributes. Figure 12 illustrates the
scale factor temperature sensitivity and high rate
linearity characteristics of the GG1300 laser gyro.
Table 2 shows the scale factor stability of several
GG1300 laser gyros over a six month period.

The data in Figure 12 and Table 2 was taken
during 1974-1975 and is considered typical for
laser gyros of that time. Higher performance
levels have been demonstrated with several of
today's laser gyro instruments, On this basis,
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Figure 12, 1974-1975 GG1300 Laser Gyro
Technology Scale Factor Thermal
Sensitivity and High Rate Linearity
Number of ;
. . . Scale Factor Measured
Gyro Serial | Test Period Measurements RMS Scale
Number {(Weeks) Over Test Factor .
I‘ér‘iudﬁ Deviation (PPM)
1 20 5 2.3
2 17 17 2.2
3 13 12 3.2
4 18 14 3.3
5 9 6 1.2
6 25 24 1.7

a Gyros were turned off between test measurements,

1974-1975 GG1300 Laser Gyro
Technology Scale Factor Stability

Table 2.

21

it can be concluded that the stringent 0. 0005 per=
cent scale factor accuracy requirement of Table 1
should be readily achievable.

The laser gyro is unique in the symmetry of its
scale factor characteristics. There is no known
mechanism in the instrument for creating a scale
Factor that differs for plus or minus rate inputs,
Theoretically, the gyro has zero asymmetry
error. A dramatic demonstration of this phe-
nomenon can be seen by placing the gyro on a rate
table and violently oscillating it about its input
axis while accumulating output counts, If the
table is returned to its original position after
completion of the test, the accumulated counts
will be indistinguishable from a similar run per-
formed with the table stationary. Figure 13
illustrates the results of such a test performed
on a GG1300 gyro for 10 minute sampling periods
with table rate oscillations from 0.1 to 50 deg/s.
The results are indistinguishable from the ran-
dom noise scatter visible in the control runs at
zero rate. It can be easily seen from the data
that the corresponding asymmetrical error to
produce the same scatter level is less than 0,1
part per million, Hence, the Table 1 require-
ment for low asymmetrical scale factor error
around null (1 PPM) is easily achievable with the
laser gyro.

Bandwidth

There is no bandwidth limiting mechanism in the
laer gyro. The output represents the integral of
angular rate (incrementally) with no dynamic lag
(other than the quantization delay associated with
the digitization process).

uantization

The fine pulse size naturally available from the
laser gyro (1.5 to 3.0 arc seconds depending on
the gyro size) easily meets the requirements of
Table 1. An even finer level of pulse size is
achievable if required under unusual circums=-
stances by triggering outputs at the positive and
negative zero crosgings of both output photo-
diodes. A factor of four finer pulse size can be
obtained by this technique for a given gyro block
configuration, The penalty is a proportional
decrease in maximum rate capability (or in-
creased readout electronics complexity for
increased bandwidth to maintain the same rate
capability).

Sensor Alignment Accuracy

The alignment stability between the sensor axes
of a strapdown system is determined by the
gyro and accelerometer instrument stabilities
as well as the stability of their mounts, For a
Honeywell laser gyro strapdown system (LINS -
Laser Inertial Navigation System) tested at
Holloman Air Force Base in 1975 (tests to be
described subsequently), alignment stabilities
for the three month test period and four months
thereafter (before and after tests) including mild
temperature variations (+30°F), were within

10 arc seconds, This was achieved without
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special design provisions in the engineering hard-
ware to maintain good alignment stability. (The
primary purpose for the tests was to demonstrate
navigation positioning accuracy, not velocity
accuracy, which is more susceptible to sensor
misalignment effects,) Prototype system/gyro
hardware currently in design at Honeywell should
provide a 5 to 10 arc second alignment stability
or better over long term including standard
military temperature exposures. The Table 1
requirement should, therefore, be achievable.

Reaction Time

Due to the insensitivity of the laser gyro bias to
thermal start-up transients, nominal performance
is achieved at turn-on, Demonstrated noise
levels of 0.002 deg/hl/2 for the device require

5 minutes of system alignment filtering to achieve
1 nmi/h accuracy and 2 to 5 minutes for 1 to 2
nmi/h performance. With additional perfor-
mance improvements through production learning,
it is reasonable to expect overall reaction times
for production laser gyro 1 nmi/h strapdown
inertial navigators in the 1980's to be less than
the 5 minute performance goal given in Table 1.

Sensor Calibration Interval

The ultimate feasibility of a strapdown sensor
hinges on its ability to maintain its accuracy over
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long periods of time without regularly scheduled
calibration/removals. In this regard, the laser
gyro excels, having demonstrated long-term
stabilities of several thousand hours for its
system critical performance parameters.

Flight Test Results

A composite of the overall performance capa-=
bilities of 1974-1975 Honeywell laser gyro tech=
nology is vividly illustrated by the results of a
series of flight tests conducted in 1975 at
Holloman Air Force Base CIGTF (Central
Inertial Guidance Test Facility) on a brassboard
engineering hardware version of the Honeywell
LINS. The test results are summarized in
Reference 23 and detailed in Reference 27. The
.abstract in Reference 27 states:

"The Honeywell Laser Inertial Navigation
‘System (LINS), an engineering model of a ring
‘laser gyro strapdown inertial navigation system,
was subject to developmental testing at the
‘Central Inertial Guidance Test Facility (CIGTF),
658th Test Group, Holloman Air Force Base,
New Mexico, during the period 14 April 1975 to
24 July 1975. The tests were requested by the
‘8666A Program Office, Air Force Avionics
:Laboratory.



A total of 20 laboratory tests, 13 flights in an
NC=141A cargo aircraft test bed, and one van

test were accomplished., Of these, 12 laboratory
tests and 11 flight tests were used in the analysis
to determine navigation performance accuracy.
The analysis indicated that the LINS appears to be
better than a 'one nautical mile per hour' navi-
gator when operating unaided, except for baro-
metric altimeter inputs.

The radial position error CEP rate had a value of
0. 89 nm/h for the flight test ensemble used in the
computation; the radial position error CEP rate
for the laboratory test ensemble was 0. 83 nm/h,
The radial position error 90th percentile rates
were 1.62 nm/h and 1. 36 nm/h for the flight and
laboratory tests, respectively.

The LINS was operated for a total of 229 hours
with 42 turn-ons without failure. Navigation time
was 207 hours.

Reaction time was 20 minutes for all tests that
were analyzed,

The tests demonstrated the successful application
of ring laser gyros to strapdown inertial naviga-
tion system technology, "

Velocity accuracies in the LINS Holloman tests
were in the 5 to 6 ft/s range (rms per axis at one
hour) due principally to random noise and residual
thermal effects in 1974-1975 technology gyros.
Laser gyro technology advancements demon-
strated in 1976 at Honeywell in these areas should
provide 3 to 5 ft/s and 1 nmi/h performance
levels in both fighter and cargo aircraft in future
LINS systems, as well as reducing the reaction
time to 5 minutes or less.

Summary

The laser gyro has the performance capabilities
needed to meet or better the difficult require-
ments of Table 1 for the 1 nmi/h inertial naviga=
tion system. Its use in strapdown applications,
then, depends on its performance capabilities and
cost compared to the alternate strapdown gyro
approaches,

THE LASER GYRO COMPARED TO THE
ALTERNATE STRAPDOWN SENSOR
CANDIDATES

A comparison between the laser gyro and other
strapdown sensors is difficult due to limited data
in the available literature and the differing con=-
ditions associated with the available data. Basic
factors to be traded off are cost, reliability,
size, and performance (not necessarily in that
order of importance) in unaided as well as hybrid
aided system applications., An additional area
for comparison is in the capability of the sensors
to meet the requirements of the multifunction
strapdown sensor assembly, a sensor-sharing
concept being considered for advanced avionics
systems as a means for lowering aircraft life-
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cycle ﬁosgs igrough net sensor count reduc-

tion. 28,29, This unique capability of strapdown
system technology may prove to be its principal
advantage over the gimbaled inertial navigation
system.,

‘Cost Comparisons

From a cost standpoint, the laser gyro should
be lower in cost per axis than the floated or
tuned rotor gyro., On the basis of Honeywell
experience, production costs for an inertial navi-
gation grade strapdown floated gyro including
strapdown electronics is approximately $8K, or
$24K for the three gyros in a system. Teledyne
estimates that a strapdown tuned rotor gyro
would cost $6. 7K, With strapdown electronics,
this figure is probably closer to $8K per gyro,
or $16K for the two gyros in a system. These
figures can be compared directly to Honeywell's
estimate of $3K to $3. 5K for a laser gyro in
production or $9K to $10. 5K for the three gyros
in a system.

Similar data on the sensor level could not be
found for the ESG; however, on a system basis,
costs for a strapdown ESG navigator (without the
turn-table) have been estimated to be $35K. 20,22
With a turn-table, the figure must be somewhat
higher (closer to $40K)., Estimates for tuned
rotor strapdown systems are also in the $40K
category, 31,32 Honeywell's estimate for a
production LINS is $30K to $40K, depending on
the functions required,

Compared to the gimbaled system, strapdown
systems using either of the available gyros should
be lower in cost. Typical gimbaled system costs
are in the $60K to $80K range. This compares
with $30K to $50K for strapdown systems in
general, with laser gyro system costs at the low
end of the spectrum, and floated gyro system
costs at the high end,

Reliability Comparisons

From a reliability standpoint, the basic con-
struction of the key element in the laser gyro,
the block assembly, makes it an extremely
reliable device. Based on accelerated life tests
on the block elements, Honeywell projects
MTBF's for the laser gyro block assembly on the
order of 50 000 hours. To this must be added
the failure rates associated with the electronic
assemblies, including high-voltage supplies and
piezoelectric drivers. The resulting overall
MTBF projected for the laser gyro including
electronics is 20 000 hours.

Honeywell's experience with floated rate inte-
grating gyros using ball-bearing spinmotors is
that 8000 hours is typical for the MTBF in such
devices. To this must be added the failure rates
for the strapdown electronics, bringing the over-
all MTBF to approximately 6000 hours, or

2000 hours net MTBF for the three gyros in a
strapdown system. Gas bearing floated gyros may
have somewhat higher reliabilities in the area



of 10 000 hours (including electronics), For the
three gyros in a system, this translates into a
net gyro MTBF of 3300 hours.

For the tuned rotor gyro, ball-bearing spin-
motors are also used. However, larger bearings,
lower preloads, and slower wheel speeds can be
used compared to the floated gyro due to the
reduced criticality of bearing stability on gyro
accuracy. Based on these assumptions, a
reliability estimate of 10 000 hours MTBF may be
expected for the strapdown tuned rotor gyro with
electronics. A similar estimate is obtained in
Reference 31, For the two gyros in a system,
this is equivalent to a combined MTBF of 5000
hours. This compares with 6700 hours combined
MTBF for the three laser gyros required in a
system.

On a system basis, Autonetics has projected its
original strapdown MICRON ESG system to have
an MTBF of 2000 hours, 22 The addition of a turn-
table will reduce this figure somewhat, Honeywell
projects the reliability of the laser gyro LINS
system to be greater than 2000 hours MTBF,

Regarding reliability, the ESG is unique among
all of the strapdown sensors considered in that
the catastrophic effect of losing suspension volt-
age and "dropping the ball" is possible, while the
rotor is spinning, Safeguards must be built

into systems using the ESG to avoid this possi-
bility, and the large repair costs associated with
it,

It is important to categorize a failure type by
whether or not it is catastrophic to a particular
function. The failure rates considered have
tacitly assumed that loss of navigation accuracy
constitutes a failure. One of the unique aspects
of the laser gyro is that a large percentage of its
possible failure modes are electronic and only
degrade performance below navigation require-
ments. For example, the effect of a dither drive
failure is to introduce a 0. 02 deg/s dead zone
(lock=in) into the gyro output. If the gyro output
is being used for additional functions in an air-
craft (e, g., flight control), this failure may not
be catastrophic to those functions. Hence, the
reliability of the laser gyro in these cases is con=
siderably higher than the 20 000 hour figure
quoted, from a flight safety/mission success
standpoint. This factor has an important bearing
on the multifunction aspects of the laser gyro.
For the other strapdown sensors, most failures
are catastrophic to basic functional operation;
hence, the navigation reliability figures apply to
other functions as well.

In general, reliability figures in the 800 to 2500
hour MTBF category should be achievable with
strapdown systems, with laser gyro systems
being the most reliable, Gimbaled system manu-
facturers are quick to point out that reliability
levels of 2000 hours have already been demon=-
strated by gimbaled systems in commercial
applications. 33 Further, for the failure rates
experienced, a relatively low percentage are
caused by the gimbal assembly. 34 The corollary;
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i{s that electronic failures in a gimbaled system
dominate the failure history; hence, strapdown
systems, which are of equal or greater electronic
complexity, should have no better reliability. The
argument ignores one key point, A gimbal
assembly failure is a much more expensive item
to repair than an electrical failure. A gimbal
essembly failure generally requires shipment
back to the manufacturer, teardown, rebuild,

and retest. Electrical failures, on the other hand,
are generally serviced at the intermediate level
by the procuring agency, typically requiring only
a replacement of an electronic card or part,
Hence, in terms of overall maintenance costs,
mechanical failures have far more impact than
electrical failures. The larger percentage of
mechanical parts and corresponding mechanical
failures in the gimbaled compared to the strap-
down system should, therefore, result in a lower
maintenance cost for the strapdown system.

Size Comparisons

The deficiency of today's laser gyro is its size.
The Honeywell GG1300 laser gyro has a volume of
115 cubic inches (Figure 7). Honeywell's GG1342
reduced-size, high-accuracy laser gyro now in
development is 84 cubic inches, Comparable
figures for the alternate strapdown gyro configu-
rations are generally less than half the volume of
a GG1342 (including electronics) on a per axis
basis. Hence, for the state of the art, an over=-
all volume penalty of 100 to 150 cubic inches
generally results for a system using three laser
gyros as contrasted with systems using the
alternate strapdown gyros.

On a system level, Honeywell projects the size
of a production LINS Inertial Navigation Unit
(equivalent functionally to an ARINC 561 INU)35
using the newer GG1342 gyros to be approxi-
mately 1000 cubic inches in volume. This size
appears to be generally acceptable for most
applications and is generally consistent with
existing gimbaled INU sizes. (A unique exception
is the Litton L.N-40 fgxstem using the new minia-
ture P-4 platform,)

Performance Comparisons

General comparisons can be made between the
laser gyro and alternate strapdown sensors re=
garding their underlying mechanization concepts
and projected abilities to perform to the Table 1
requirements, In addition, recent (1975) flight
test results on tuned rotor and ESG technology
systems can be analyzed to obtain an overall
composite performance comparison against the
1975 Honeywell LINS flight tests at Holloman,
For further analysis, References 2, 3, 5, 19,
and 37 can be consulted for mathematical defini-
tions of the error mechanisms in floated and tuned
rotor gyros,

‘Rate Capabilities -- Each of the alternate strap-
‘down gyros can achieve the 400 deg/s require-
‘ment. In the case of the floated rate integrating
‘and tuned rotor gyros, performance and cost pen-
ialties are incurred as rate requirements increase.




Gyro Bias == For each of the alternate strapdown
gyros, the bias error is g-sensitive and has long-
term trending characteristics due to mechanical
instabilities and manufacturing tolerances,
Thermal effects on bias in the ESG and floated
rate integrating gyro are significant, requiring
thermal controls (and a warm-up penalty) for
compensation, Fach of the alternate instruments
has several dynamic error effects that are pre=
dictable and can consequently be modeled out in
the computer, However, depending on the
dynamic environment involved, such modeling
imposes an added burden on the system computer
and sensor interface that should not be overlooked,

For the tuned rotor gyro, bias instabilities can be
overcome largely through increased angular
momentum, with additional complexity in the
torquing loop due to the higher current levels
needed for angular momentum caging. Based on
the 1 nmi/h system-level performance obtained
in transport aircraft using strapdown tuned rotor
gyros with large angular momentum wheels, it
can be assumed that the bias performance levels
of Table 1 are achievable in benign flight environ=
ments. 41,42 1n dynamic flight environments,
bias g-sensitive effects will degrade performance
to some extent.

In the case of the floated rate integrating gyro,
increasing angular momentum creates additional
error torques due to the need for heavier flex
leads for a larger torquer coil (to handle the
increased momentum), added mass unbalance in-
stabilities due to the larger coil cup assembly,
and stiffer pivots to handle the increased momen-
tum reaction torque loading under output axis
rotations, The net result is that increased
momentum has a limited capability in solving the
floated gyro bias stability problems, and some
form of regular calibration is probably needed to
achieve the required long-term stability. A con-
cept such as the dual-speed spinmotor technique
appears necessary for calibrating these gyros
frequently if the requirements in Table 1 are to
be approached. The inability for this calibration
technique to separate g-sensitive from g-insensi-
tive errors, however, probably restricts the
floated gyros to strapdown applications in fairly
benign flight environments if unaided performance
approaching 1 nmi/h is to be achieved.

In the case of the ES(j‘. long-term bias stability
has been a problem. J Also of concern has been
the difficulty in calculating the many coefficients
needed to characterize the ESG error '
sources. 22,39 The turn-table concept being
incorporated in new strapdown ESG systems (by
Autonetics), in addition to gyro improvements to
reduce thermal gradient effects, will hopefully
provide the long-term performance needed to
meet the requirements of strapdown navigation
in the future.

The laser gyro easily meets the requirements
of Table 1 over long term without performance
degradation due to dynamic or thermal effects,
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Gyro Wide-Band Random Rate Noise == The wide=
band random noise rate characteristic in the
mnlternate strapdown gyros f'\zppears to be negligible
compared to 0, 002 deg/hl/2 requirements.
Hence, for laSﬁzgyros, this effect (on the order
of 0.002 deg/h'/¢) is a handicap that partially
offsets some of its advantages in bias stability

nd environmental immunity compared to the
other sensors.

Scale Factor Accuracy -= Of the three strapdown
rate sensors being analyzed, only the laser gyro
has the capabilities for meeting the Table 1
requirements, Due principally to thermal sensi-
tivities and aging effects in the torquer mag-
netics, scale factor accuracies in torque
rebalance instruments are generally limited to
0.005 percent. The 0. 005 percent figure assumes
that torquer scale factor temperature compensa-
tion is included, either passively as an integral
part of the gyro, or actively through temperature
measurements and associated computer compen-
sation, Compared to Table 1 requirements, the
0. 005 percent limitation places a serious handi-
cap on the tuned rotor and floated gyros for high-
performance applications., Relative to the 1 PPM
low-rate asymmetry requirement for the rate
gyros, Honeywell's experience with a GG1009H
floated gyro, and Boeing's experience with a tuned
rotor gyro,38 showed that this performance level
is achievable, but not without careful design work,
For the laser gyro, no asymmetrical error
exists due to the inherent characteristics of the
device,

Attitude Gyro Wide Angle Readout Accuracy ==
For the strapdown ESG, wide-angle readout
accuracieg of 18 arc seconds have been

achieved, 20,22 This performance is somewhat
marginal in high-velocity accuracy applications.
However, it is reasonable to assume that improve-
ments will be made such that the Table 1 10 arc
second goal is achieved in future production units,

Rate Gyro Bandwidth -- The laser gyro has no
bandwidth limitation relative to attitude determi-
nation accuracy. Due to the torque rebalance
nature of the floated and tuned rotor gyros, each
has a bandwidth limitation regarding rate input
sensing capabilities. As a result, sensor assem-
bly coning rate vibration frequencies near or
above the bandwidth of these sensors will result
in attitude drift errors unless the vibration
levels are naturally small or intentionally
attenuated (through shock mounts).

Honeywell's experience with a strapdown GG1009H
navigation-grade floated rate integrating gyro has
shown that 80 Hz bandwidths are readily achiev-
able. For strapdown tuned rotog- gyros, 75 IA{E
bandwidths have been achieved, 8and Litton
claims that bandwidths in excess of 85 percent of spin
speed are achievable using new caging techniques.
For typical tuned rotor spin rates, this trans-
lates into a bandwidth in the 50 to 150 Hz area.

Rate Gyro Quantization -~ Gyro quantization
error primarily affects strapdown rate instru-
ments. Hence, the ESG, being an attitude gyro,




does not have this as an error source, The laser
gyro quantization level is naturally small and
easily meets the requirements of Table 1. For
the floated and tuned rotor gyros, the quantization
level is limited by the ability to accurately gener-
ate precision electrical rebalance pulses with the
gyro digitizer electronics at high frequency, Dual
scaling techniques (coarser pulse at high rates
where errors can be tolerated due to short opera-
ting periods) can be used to achieve a finer pulse
during normal system operating periods, An
even finer quantization level can be attained by
sampling the residual integrator analog signal in
the pulse rebalance loop and by transmitting this
signal into the computer as a pulse count correc-
tion at the time when the gyro pulse counts are
sampled. Through the use of these aids, the
required levels of quantization should be achiev-
able for tuned rotor and floated gyros, It should
be noted, however, that the cost for the associated
electronics must increase as the requirements
become more severe (finer pulse/higher rate),

Accelerometer Error -- The impact on strap-
down systems using either of the gyro types is the
same: tighter requirements on other sensor
error parameters to compensate for accelerom-
eter errors, if significant. The 50 pg/s, 0,01
pg/s, and 0,1 PPM/s requirements given in
Table 1 are achievable today. However, this
performance level is a significant portion of the
error budget for systems requiring good velocity
accuracy during the first hour of flight (i.e.,
military tactical aircraft). What is needed is a
new accelerometer designed for strapdown appli-
cation with superior performance levels. In this
way, other sensor performance requirements can
be somewhat relieved to achieve a given level of
system accuracy.

Sensor Alignment Accuracy -- Strapdown systems
using either of the four sensors considered

should have comparable capabilities in alignment
stability. On a system basis, 10 arc seconds
sensor-to-sensor alignment accuracy (Table 1)
should be achievable. For the rate gyro sensors,
the more difficult 5-arc second requirement
(compared to 10 arc seconds for attitude gyros
like the ESG) may be achievable in the future with
careful design work.

Reaction Time == A key advantage for the laser
gyro is its abllity to perform at required accu-
racy levels within a few seconds from turn-on,
With the low random rate noise projected for
production laser gyros, system alignment times
of 5 minutes should be achievable with full 1 nmi/
h accuracy.

Systems=level tests with tuned rotor gyros in 1975
have demonstrated reaction times of 7 to 8
minutes. 38 Assuming modest design improve=
mentsg, it is reasonable to project reaction time
capabilities of 5 minutes for future production
tuned rotor gyro systems,

Reaction times for the ESG have been a signifi-

cant problem area in the past due to the sensi-
tivity of gyro performance to temperature effects
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and the difficulty of spinning up the gyros and
thermally stabilizing the system (with required
tempcra‘;iture controls) in a reasonable time
period, 9 Recent improvements in gyro design
(for reduced thermal gradients) and the intro-
duction of a turn-table for error averaging will
hopefully allow reasonable reaction times (less
than 10 minutes) for new strapdown ESG systems.

For the floated gyro, error modeling is difficult
due to the nonlinear characteristics of its sus-
pension system at off-nominal flotation and fluid
reaction torques in the presence of thermal
gradients. As a result, thermal controls are
needed to maintain the flotation fluid at nominal
operating temperature before accurate perfor-
mance is achievable., A warme-up time delay of
5 to 10 minutes is thereby introduced, to allow
time for the gyro to come up to temperature and
stabilize., To this must be added an additional

5 to 10 minutes for alignment and calibration
(i.e., using spinmotor reversal). An overall
system reaction time on the order of 15 to

20 minutes results, Compared to Table 1
requirements, this level of performance shows
no improvement over the reaction time capa-
bilities of older gimbaled technology.

Sensor Calibration Interval -- Calibration
intervals of several thousand hours are projected
for laser gyros, and it is believed that they have
the potential for requiring no calibrations for the
lifetime of the device (following initial factory
calibration) if production units display the same
ensemble characteristics measured on individual
engineering units., For systems using tuned rotor
gyros with large angular momentum wheels,
calibration intervals of ﬁreater than six months
have been experienced. 41, 42

For the ESG, the effect of case rotations through
use of the turn-table will hopefully eliminate the
need for regularly scheduled sensor calibrations,
following initial factory calibration. In the

case of the floated gyro, regular calibration
appears to be a requirement, However, cali=
bration can largely be done without system
removals through use of the dual-speed spin-
motor reversal method. Note that this same
technique should be applicable to the tuned rotor
gyro if necessary.

It can be concluded that each of the strapdown
gyro types are projected to have calibration
requirements that are reasonable for normal
flight operations. Of the four gyro types, the
laser gyro appears to have the greatest potential
for achieving the longest interval between cali-
brations, and possibly the ultimate capability of
requiring no calibrations for the lifetime of the
unit.

Flight Test Comparisons -~ Flight tests of an

-Autonetics MICRON (Micro-Navigator) ESG sys-

tem, a Boeing strapdown tuned rotor gyro system,
and the Honeywell LINS laser gyro system, all
conducted in 1975, provide a unique opportunity



for comparing the capabilities of the three strap-
down sensors on a system level at a common :
time in their development cycle,

In the case of the Honeywell and Autonetics sys-
tems, the flight test program was conducted by
the same Government agency (Holloman Air
Force Base Central Inertial Guidance Test
Facility - CIGTF) aboard a C-141 cargo aircraft.
For the MICRON system, additional tests were
also conducted in a UH-1 helicopter. The wealth

-of flight and laboratory test results obtained and
‘the similarity of test conditions provide the
ability to compare these systems in many cases
ion a one for one basis., The overall composite
results of the test programs are provided in
References 27 and 39, and are summarized in
‘Tables 3 and 4.

On a performance basis, the LINS and MICRON
systems performed remarkably similar, each
displaying capabilities below the classical 1 nmi/
h accuracy requirement for traditional inertial

Table 3. LINS CIGTF Flight Test Summary
Flight
Lab (Cargo) Van Total
Radial Position Error CEP Rate (nmi/h) 0. B3 0, ag® NjAh NiA
Radial Position Error 90th Percentile Rate 1. 36 1. 62% Nfﬂb N/A
(nmi/h)
Radial Veloeity Error 50th Percentile Rate/| 0.42,2. 70 1. 86,2, 93 NH\h NiA
Y-Intercept {ft/s per h, fi/s)¢
Number of System Turn-Ons 25 15 2 42
Number of System Operating Hours 133 1] [ 229
Number of Flight Hours N/A 11 NiA 66
Number of Navigation Hours 118 84 5 207
Number of Navigation Hours for Valid 109. 6 6B8. 6 5 183. 2
Testse
Number of Valid Tests® 20 1 1 3z
Number of Tests Used for Performance 12 11 Nﬂ\h 23
Analysis
Reaction Time Used (hours) 0. 33¢ 0. 33¢ 0. 33d N/A
Number of Calibrations Over Test None
Duration
Test Period 14 April 1975 to 24 July 1875

? Based on first 4 hours of the flight test ensembles. For all data in the ensemble,
CEP = 0. 65 n/mi/h and 90th percentile equals 1.2 nmi/h,

b

€ Slope and t

Single run: 0.75 nmifh; 1.43 ft/s/h, 2.5 ftfs

O value of best fit straight line to ensemble.

d Ten minutes warm-up, 10 minutes for alignment for all tests,

“ Valid tests are tests that generate navigation performance data

Table 4. MICRON CIGTF Flight Test Summary

Flight Flight .
. l.ab _{(Cargo) |(Helicoptery | Total
Radial Position Error CHP Rate {nmi/h) 1.23% 0. 60® 0. 9z% : NfA
Radial Position lirror 90th Percentile 2.02 0. 95" 1. 467 N/A
Hate (nmi/h)
Radial Velocity Error 50th Percentile 3. 83,0.37 2,63,-0.19 2,960, 44 NiA
Rate/Y-Intercept (ft/s per h, ft/s)b
Number of System Tum-Ons 46 15 11 T2
Number of System Operating Hours 213 118.3 61,7 393
y =1, [ Nuot Mot
Number of Flight Hours N/A Available Avallable 74.9
Number of Navigation Hours 77.1 81.5 34.4 193.0
Number of Navigation Hlours for Valid 29,8 T9. 6 30,4 139, 8
Tusts .
Number of Valid Testsd 11 14 10 35
Number of Tests Used for Performance [ 11 T 24
Analysis
Heaction Time Used (hours) 2-3° 2-3° 2-3° NiA
Number Calibrations Over Test 3
Duration
Test Period 7 October 1974 to 16 July 1975

% Based on all data in cnsemble,

b Slope and tro value of best fit straight line to ensemble,

€ No restrictive time limit was imposed and cxtra time is included,

d
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Valid tests are tests that generate navigation pe rformance data,



systems. From an operational suitability basis,
the MICRON system experienced calibration sta-
bility and thermal warm=-up difficulties, which
necessitated a long reaction time and several
calibrations, For LINS, no temperature controls
were used, no calibrations were performed for
the three month test interval, and, although

not required due to the developmental classifica-
tion of the tests, 20 minutes was used for the
LINS reaction time (the limit imposed by
Holloman for verification testing).

Both the LINS and MICRON systems tested at
Holloman Air Force Base were engineering
developmental units; hence, performance charac-
teristics during 1975 tests should be somewhat
degraded from what is projected in future produc=
tion units (with the benefits of technology ad-
vances and learning), Nevertheless, the test
results serve to dramatically illustrate the capa-
bilities and limitations of ESG and laser gyro
systems at a common time in their develop-
ment cycles, and provide a basis for judging

the extent of development improvements needed
in the two technologies to meet required opera-
tional performance objectives.

In the case of the tuned rotor gyro, References
41 and 42 describe a flight test program of a
Boeing-designed strapdown engineering develop-
ment system using Teledyne tuned rotor gyros.
The tests were conducted by Boeing in 727 and
747 transport aircraft, Test results are sum-
marized in Table 5.

727 747
Alreraflt Arreraft
Radial Position Error CEP Rate (nmi/h} 1.6 0.7
Kadial Position Error $0th Percentile 2.5 1.3
Rate (nmi/h}
Hadial Velm_-ll.g Error 50th Percentile Mot 5.81
Average (fufs) . Available
Number of Flight Llours 6.5 #.5
Number of Navigation Hours 8.2 12.1
Number of Navigation lHours for Valid 8.2 12.1
Testst
Number of Valid Tests® 3 4
Number of Tests Used for Performance i 4
Analysis
Reaction Time Used (ilours} 0. 167 0. 167
Number of Calibrations Over Test Duration | =—— None® ——
Test Period 23 July 1975 to
24 January 1976

2 With the exception of a scale factor calibration due to a desigh
modification incorporated into the gyro range switching elec-
tronics after the 727 tests and prior to 747 tests.

b Ensemble average for all data points for all flights.

€ valid tests are tests that generate navigation performance data.

Table 5. Boeing Tuned Roter Strapdown
Flight Test Summary
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A comparison between Tables 3, 4, and 5 shows
equivalent performance for the tuned rotor sys=
tem, also in the 1 nmi/h category. From an
operational suitability standpoint, the perfor-
mance described in Table 5 was achieved using
a 10 minute reaction time, with no temperature
controls, and without calibrations for the dura=
tion of the 6 month test period. On the basis of
these results, it can be concluded that in 1975,
the capabilities of the tuned rotor and laser gyro
technologies were equivalent in transport flight
environments.

Recent flight test data on floated rate integrating
gyro strapdown inertial grade systems is not
available. Flight test results of tests conducted
in 1965 at Holloman AFB on a Honeywell system
yielded 2 to 4 nmi/h CEP unaided performance. 43
These results are not necessarily representative
of what is attainable with today's technology;
however, it is believed that 1 nmi/h accuracies
for floated rate integrating gyro strapdown sys=
tems are not quite achievable,

Performance Comparison Summary -- A sum-
mary of the performance capabilities of the
sensors considered compared with Table 1
requirements is presented in Table 6. From
Table 6, it can be concluded that of the four gyros
considered, the laser gyro has the greatest poten-
tial for meeting or exceeding the requirements
for general aircraft application.

Comparisons in Hybrid Aided Applications

An important aspect of the error characteristics
of inertial instruments is their predictability in
hybrid aided applications. Future global posi-
tioning system (GPS) aids promise to have the
capability to provide extremely accurate position
and velocity data. If the INS that interfaces with
a GPS has well defined stable error character-
istics, outstanding calibration capabilities will
be achievable in flight. The result is that the
inertial system will have the capability for
operating extremely accurately for long periods
of time in the event of GPS jamming or of a
receiver failure.

One of the unique advantages of a laser gyro
strapdown system is the accuracy of its error
model and the stability of its principal error
sources (gyro and accelerometer bias, scale
factor, and input axis alignment). Potentially,
the stability of these errors will be sufficient
between system turn-ons to enable precise
unaided inertial performance from the instant of
take-off (using the last set of calibration data
obtained from a previous aided flight). The
overall invulnerability of the GPS/strapdown
navigation system would, thereby, be further
enhanced. Alternatively, this capability could be
used to relax the long-term accuracy require-
ments for the strapdown sensor alignment
stabilities, permitting field maintenance at the
sensor level and calibration in flight. Reduced

‘life-cycle costs result.



Requirements for
1 nmi/h System Projected Strapdown
Accuracy Sensor/System Capabilities
Rate Attitude . Floated Rate Tuned
P_g;‘;l:grmrr;?::e Gyro yro éa:‘gr Integrating Rotor ESG
Strapdown | Strapdown ¥ Gyro Gyro
Gyro Rate Range {deg/s) 100-400% | 100-400% | 400 ](ID-QOOb lDD—4DDb 400
Gyro Bias Accuracy (deg/h)| 0,01 0.01 <0.01 | 0,01-0.02%% 0.01° |<o0.01%F
Gyro Wide=Band Rafl&:m 0, 002 0, 002 0. 002 < 0,002 <0.002 |<0,002
Rate Noise {deg/h" /%)
Gyro Scale Factor Accuracy| 0. 0005~ NiA <0,0005| 0.005 0. 005 N/A
{percent) 0. 0052
Rate Gyro Scale Factor Low| 1 N/A 0 1P 12 N/A
Rate Asymmetry (PPM)
Attitude Gyro Wide Angle ' N/A 10 N/A | wia N/A 104
Readout Accuracy (arc sec)
Rate Gyro Bandwidth (Hz) | 30-300° | N/a Unlim.] 30-150° 30-150° |n/a
Rate Gyro Quantization 2-10% N/A 2 2-10® 2-10° /A
{arc sec)
Accelerometer Bias 50 30 50 50 50 50
Accuracy (pg)
Accelerometer Short- 0,01 0.01 0,01 0.01 0.01 0.01
Term Bias Trending
(ng/s)
Acceleromter Short=Term 0.1 0.1 0.1 0.1 0.1 0.1
Scale Factor Trending
(PPM [s)
" a d d d
Sensor-to-Sensor Alignment] 5-10 10 5 5 5 10
Accuracy (arc sec)
System Reaction Time 5 5 5 15-20% ] <10
(Warm-up and Alignment-
min)
System Calibration Interval | & [ >6 5% 6 ef
{months}

a Depending on severity of dynamic environment,

b Designed for application with associated complexity increase for tighter requirements.

€ Degraded from level indicated under dynamic flight conditions.

d

Assumes factor of two improvement over demonstrated capabilities,

¢ Assumes use of preflight calibration (e, g. - spin motor reversal).

f

Assumes use of turn-table and gyro improvements,

Table 6, Comparison Summary of Projected Strapdown Sensor Capabilities

Against System Requirements

Compared to the other strapdown sensors (or
traditional 1 nmi/h gimbaled systems), only the
laser gyro has the required error source stability
(scale factor and bias) over thermal, dynamic,
and day-to-day turn-on cycles to achieve signifi-
cant navigation performance improvements with
this approach.

An important aspect of the design of an aided
inertial navigation system is the complexity of

the Kalman filter required for the aiding function
and the associated flight computer requirements
in terms of memory and execution speed, Depen-
ding on the accuracies required, the complexity
of the system error models, and the character-
istic response times for the error source
dynamics, requirements on the Kalman filter

can vary considerably, For precision aided appli-
cations, such as with GPS where a precise, long-
term, stand-alone capability may be required for
extended time periods (under jammed conditions
for example), it is important that all significant
error sources in the inertial system be accurately
modeled. Only in this way will the GPS be
capable of calibrating the INS while aiding, such
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that the required high accuracies will be
achievable when the aiding capability is inter-
rupted, '

‘A disadvantage for strapdown compared to
gimbaled systems is the complexity of the error
model required to accurately account for the
dominant error states, Depending on the
required accuracies and in-flight calibration
capabilities (through the aiding process), a
strapdown inertial system error model could,

in an extreme case, require up to 30 states
(three attitude, three velocity, three position,
six gyro misalignments, three gyro scale fac-
tors, three gyro biases, three accelerometer
biases, three accelerometer scale factors, and
three accelerometer misalignments). In addi-
-tion, the dynamic effects associated with some
of these states are significant (i.e,, the mis-
alignment coupling error effects in rate gyro
strapdown systems), requiring high rate calcu-
lations in the aiding computer to properly evalu-
ate the elements of the state-transition matrix
for the Kalman filter update, 44 If the strapdown
sensors have significant g-sensitive error terms



(such as the tuned rotor and ESG), even more
states may be required., The gimbaled system
error model, on the other hand, could conceivably
ignore the sensor misalignment and accelerom-
eter bias errors, for example, as their effects
are less severe, potentially resulting in equiva=-
lent performance with 18 states.

The example given is an extreme case, set forth
to illustrate a point, In a real situation, the dif-
ference between the strapdown and gimbaled
approaches would not be as severe. (For
example, some of the misalignment errors for
the strapdown system are not critical, and in the
case of laser gyro systems, the gyro bias states
can be ignored, with achieved performance com-
parable to gimbaled systems that include gyro
bias states.) Nevertheless, the computer
requirements for the strapdown hybrid aided sys-
tem should generally be more severe than for the
gimbaled approach for a given level of high-
accuracy performance.

These considerations illustrate the classical
strapdown versus gimbaled tradeoff as applied to
hybrid aided inertial systems: increased com=-
puter complexity for the strapdown system to
analytically account for effects that are passively
controlled in the gimbaled system through use of
the complex gimbaled assembly, For today's
computer technology, the cost/speed burden of a
Kalman filter with 20 or more states is not
trivial, However, with continuing advances in
low-cost, high=-speed computer technology, the
computer penalty for a strapdown system in
precise, hybrid aided applications will be as
trivial tomorrow as it is today in unaided appli~
cations. This is consistent with the time table
for introduction of GPS hybrid aided systems in
the 1980's.

Comparisons in Multifunction Applications

For advanced multifunction applications, strap-
down system requirements are to provide rate
and acceleration outputs in aircraft coordinates
as well as the normal attitude, veloci’cg Bosition
data for other aircraft functional use. 28,29, 30
The three strapdown rate gyro configurations
(laser gyro, tuned rotor gyro, and floated rate
integrating gyro) are each capable of providing
the body rate output signals directly, as this is
the natural form of their output signal.

The ESG, being a strapdown attitude gyro, does
not have the rate signal as a natural output.
Deriving rate analytically in an ESG system

(a nontrivial function of the calculated rate of
change of the acceleration transformation matrix
in Figure 2) provides a noisy signal (due to
differentiated attitude pickoff noise) that must be
filtered for reasonable low=noise rate output
performance. The resulting dynamic lag intro-
duces stability problems in high-performance
aircraft applications.

It should be noted that the rate gyro configurations

also have noise on the rate outputs (due to pulse
quantization, for example, if the rates are
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calculated as a pulse count over the rate sampling
period). Due to the fineness of the pulse sizes
involved, these effects are generally small
{particularly for the laser gyro) and can be cir-
cumvented if required, in the case of the tuned
rotor or floated gyros, by sampling the analog
signals available in the gyro loop.

An interesting aspect of the multifunction strap=-
down system is the added need for redundancy to
satisfy the flight safety/mission success require-
ments associated with the avionics systems using
the system outputs. A particularly intriguing
aspect of strapdown technology is the possibility
of using skewed sensor geometries as a means
for achieving specified levels of system redun-
dancy without requiring an equal level of sensor
redundancy per system axise.ng' 30,45,46 The
concept relies on the principle that three axes of
orthogonal sensor vector data can be derived
analytically in the system computer from the
measurements of three sensors whose axes are
nonorthogonal (skewed). All that is required is
that the computer know the relative orientation
of the sensors (and that the skewed sensor axes
be noncoplanar)., Hence, four skewed (non-
orthogonal) axes of input data can be used to
achieve a full level of system redundancy.
(Three-axis orthogonal data can be derived from
any three of the four skewed sensors; thus, three
axes of orthogonal data can still be developed
after any single sensor failure.) The result is
that each level of required system redundancy
can be achieved with the addition of only one addi-
tional axis of sensor data. This contrasts with
the traditional block-level redundancy approach
that requires a complete duplication of all system
sensors for each system redundancy level,

Use of the skewed redundancy concept in terres-
trial vehicles will require that, in general, the
sensors be skewed relative to the gravity reaction
force vector. If the sensors have g-sensitive
drift terms, this can cause performance prob-
lems. A classical, expedient to g-sensitive
drift errors has been to orient the sensors rela-
tive to the average vehicle force vector such that
the error effects tend to be unexcited. Normally,
a cardinal orientation relative to the aircraft
axes results, The added constraint of skewed
sensor geometries will preclude use of this
expedient, generally resulting in degraded
performance,

In the case of the ESG, tuned rotor, and floated
gyros, their g-sensitivity will cause performance

'degradation in multifunction applications using
.skewed redundant sensor arrays,
‘insensitivity of the laser gyro, no such perfor-

Due to the g=

mance shift should occur.

CONCLUSIONS

From the analyses presented, the following
general conclusions can be drawn regarding the
tradeoffs between strapdown systems using the
laser gyro, tuned rotor gyro, ESG, and floated
rate integrating gyro, in contrast with gimbaled
system technology.



Cost

The cost of the systems using either of the strap-
down sensors should range in the $30K to $50K
category, with laser gyro systems at the lower
end of the spectrum and systems with floated rate
integrating gyros at the high end. This provides
a significant cost advantage over gim raled sys-
tems with comparable performance in the $60K
to $80K price range.

Reliability

From a reliability standpoint, strapdown systems
should have reliabilities on the order of 800 to
2500 hours, with laser gyro systems having the
highest reliability. Gimbaled systems have
achieved reliabilities approaching ti ese figures;
however, associated maintenance ccsts for the
strapdown systems should be lower due to the
lower cost of repair for electrical as compared
to mechanical failures, and a lower percentage of
mechanical failures in the strapdown compared to
the gimbaled systems.

Size

At present, laser gyro strapdown systems have a
size penalty compared with systems using other
sensor types, including gimbaled systems. At
the current state of the art, 100 to 150 additional
cubic inches per system are typically required
due to the laser gyro size. With projected tech-~
nology advances through production learning and
engineering development (laser gyro technology
is still in its infancy), the size penalty should
disappear. With the current laser gyro size,
1000 cubic inches is projected for a complete
strapdown INU, which still compares favorably
with the size of contemporary gimbaled INUs
(750 to 1500 cubic inches).

Performance

Of the strapdown sensors considered, only the
laser gyro meets the overall Table 1 require=-
ments for 1 nmi/h performance. The g- and
thermally insensitive wide bandwidth character=-
istics of the laser gyro make this performance
achievable over the spectrum of dynamic environ=
ments encountered in commercial and military
aircraft, without thermal controls, over long
term (without calibrations), and for reaction
times of less than 5 minutes (warm-up and align-
ment).

The tuned rotor and floated rated integrating
gyros have limited performance capabilities in
moderate to severe dynamic environments due
principally to scale factor inaccuracy. In the
case of the floated gyro, general performance
capabilities (gyro bias accuracy) are questionable
for applications requiring 1 nmi/h accuracy.

The ESG and floated gyros have reaction time
disadvantages due to the need for thermal con-
trols and subsequent warm-up delays., For the
floated gyro, the reaction time delay is com’
pounded by a potential requirement for a calibra-
tion mode as a part of normal preflight
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initialization procedures to compensate for long-
erm stability limitations. In the case of the
uned rotor, ESG, and floated gyros, g-sensitive
ias terms further restrict their accuracy
apabilities in dynamic environments.

Compared to the gimbaled system, only the laser
Eyro strapdown system appears capable of pro-
Widing equivalent performance. This is due to the
g-insensitive performance of the laser compared
to gimbaled gyros, and the subsequent improve-

ent in bias accuracy that compensates for other
strapdown sensor errors not present with gim=-
baled systems.

Hybrid Aided Applications

Due to the unusually high stability characteristics
of its error sources and accuracy of its error
model, laser gyro performance in hybrid aided
applications should be superior to strapdown sys-
tems using other sensors and to traditional gim-
baled systems. The complexity of the Kalman
filter and associated computer loading is more
severe for a strapdown compared to a gimbaled
system in precision hybrid aided applications due
to the greater number of strapdown error sources
and associated states., However, computer tech~
nology advances should eliminate this disadvan-
tage In the 1980's.

Multifunction Applications

For advanced multifunction strapdown applica-
tions, only laser gyro systems have the charac-
teristics to provide the proper output signals
(body rate, body acceleration, attitude, position,
velocity) at the required accuracy, over the
spectrum of dynamic environments experienced
in commercial and military aircraft. The g-
insensitivity of the laser gyro enhances its
utility in skewed redundant multifunction strap-
down applications, where reaction forces become
applied to the sensors in a noncardinal sense,
thereby degrading the performance of sensors
with g-sensitive errors.

Summary

On the basis of cost, reliability, and performance
in unaided and advanced hybrid aided systems,
the laser gyro is superior to the other strapdown
sensors for general aircraft application, Costs
'for laser gyro systems (acquisition and life cycle)
should be significantly lower than for traditional
gimbaled navigators, with comparable perfor-
mance in the 1 nmi/h class, These advantages,
coupled with the extended capabilities of the

laser gyro and strapdown technology in advanced
multifunction applications, should make the laser
gyro strapdown navigation system the preferred
inertial mechanization approach for the 1980's.
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SUMMARY

Gyros and accelerometers currently available for strapdown-digital-system application are de-
scribed and compared. Instruments discussed are the single-degree-of-freedom floated rate-integrating
gyro, the tuned-rotor gyro, the electrostatic gyro, the laser gyro, and the pendulous accelerometer.
For each sensor, the theory of operation and mechanization approach is described, an analytical error
model is developed, performance characteristics are analyzed (relative to the other sensors), advan-
tages and limitations are discussed, and application areas identified. A section is included describing
torque-loop electronic design approaches that have been utilized with the torque-rebalance strapdown
sensors (the floated gyro, tuned-rotor gyro, and the pendulous accelerometer).

1. INTRODUCTION

The state of the art in strapdown inertial navigation technology has achieved a level of maturity in
recent years that makes it a serious contender for general avionics usage in the near future, Computer
limitations, which handicapped strapdown compared to gimbaled technology in the past, are now virtual-
ly nonexistent due to the advent of the low-cost, high-speed minicomputer. Recent advances in gyro
technology, particularly the laser gyro, (1, 2) have virtually eliminated the dynamic-range problems that
previously limited the accuracy potential of strapdown systems, The capabilities of today's strapdown
technology have been demonstrated to be in the classical 1-nmi/h gimbaled performance category,

(3,4, 5, 6) with production system costs projected to be one half that of gimbaled systems with comparable
accuracy (7, 8,9). The traditional strapdown versus gimbaled tradeoffs used by strapdown proponents

for the past decade to tout the advantages of strapdown technology must now be given more serious evalu-
ation, Due to the assortment of strapdown sensor types available today, the tradeoff analyses must ex-
tend to the sensor level such that overall system capabilities can be assessed for the particular strap-
down mechanizations available,

This paper describes the operating characteristics, performance capabilities, and limitations of the
inertial sensors (gyros and accelerometers) that are available for strapdown application. The primary
focus is on the available gyro technology, since this has traditionally been the determining factor for
s trapdown (and gimbaled) system performance. Accelerometers are also addressed because, more-so
than in gimbaled applications, strapdown accelerometers can have a significant impact on overall system
performance, particularly the effect of accelerometer bias and alignment error on system velocity ac-
curacy (10, 11), Strapdown gyro technology has now advanced to the point where the accelerometer has
become a major portion of the system error budget. As the gyro technology further evolves, the acceler-
ometer may well become the limiting error source for strapdown systems unless new accelerometer
designs are developed specifically for strapdown application, Work in this regard has been initiated,
although not yet at the level of funding dedication being afforded to the strapdown gyro.

Gyros analyzed in this paper are the floated rate-integrating gyro, tuned-rotor gyro, electrostatic
gyro, and the laser gyro. The discussion on accelerometers is limited to the pendulous torque-to-
balance type because this instrument, originally designed for gimbaled applications, continues to be the
mainstream acceleration-sensing device being utilized for strapdown applications. A separate section
is included on torque-loop electronics mechanization approaches for torque-to-balance instruments,
Three of the sensors discussed require such electronics as an integral part of their operation (and per-
formance) in strapdown applications.

For each of the sensors, a functional description is provided defining the basic hardware configura-
tion of the device and its principle of operation, An analytical description is presented which defines the
input/ output characteristics of each unit, identifying its error sources and dynamic characteristics,
Finally, a performance assessment is provided that categorizes the sensor accuracy capabilities, limita-
tions, and associated application areas.

2, SENSOR PERFORMANCE REQUIREMENTS

Table 1 defines the accuracy capabilities typically required from strapdown sensors in two applica-
tion areas: the 1-nmi/h accuracy long-term (1 to 10 hours) terrestrial strapdown inertial navigation sys-
tem (INS), and the strapdown Attitude and Heading Reference System (AHRS). The performance figures
in Table 1 for the two systems represent the upper and lower ends of the performance requirements
spectrum for strapdown sensors in general. The INS application is the most demanding and has only re-
cently been achievable; the AHRS area is representative of a broader class of strapdown applications,
some of which have been in production for the past few years (e. g., tactical missile midcourse guidance).

With regard to rate-gyro bandwidth requirements in Table 1, the indicated levels are needed in the
high-performance area in severe vibration dynamic environments to assure that adequate data is provided
to the system computer defining the angular vibrations of the sensor assembly., Failure to account for
correlated out-of-phase angular vibrations in two axes (i. e., coning) produces an error in the system
computer due to the inability to account for actual attitude movement developed about the third axis from
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kinematic rectification (or noncommutativity), (13, 60) For the AHRS-type applications, bandwidth is
generally determined by strapdown rate signal output requirements for other vehicle functions (e. g.,
stabilization).

Table 1. Typical Strapdown Sensor Performance Requirements

Performance Parameter Performance Requirements
Inertial Navigator f AHRS

Gyro Rate Range (deg/sec) 100-400 100-400
Gyro Bias Uncertainty (deg/hr) 0,01 1,0-10.0
Gyro Random Noise (deg/Vhr)* 0. 003 0.2
Rate-Gyro Scale-Factor Uncertainty (ppm) 5-50 100-1000
Rate-Gyro Scale-Factor Low Rate Assymetry 1 100
(ppm)
Rate-Gyro Bandwidth (Hz) 30-300 30-80
Rate-Gyro Output-Pulse Quantization (sec) 2210 10-100
Attitude Gyro Readout Uncertainty (§ec) 10 200
Accelerometer Bias Uncertainty (ug) 50 1000
Accelerometer Scale-Factor Uncertainty (ppm) 200 1000
Sensor Alignment Uncertainty (8eQ) 5 200
Sensor Warm-Up Time (min) 1-5 0.5-1.0
Sensor Minimum Calibration Interval (yr) 0.5 2

*Note: This error source is a characteristic principally of laser gyros
(see Section 7. 2). It should be noted that the other gyros also have
random noise output errors, but generally with a narrower-bandwidth
and lower-amplitude power-spectral-density compared to the laser

gyro.

The calibration interval requirement in Table 1 is an important performance consideration for strap-
down systems in high-accuracy applications due to the need to remove the sensor assembly from the user
vehicle when calibration is necessary (for turntable testing to excite the measurable sensor errors and
to separate g-sensitive errors and earth-rate input effects)*. In essence, a strapdown sensor assembly
calibration requirement imposes the same burden on the user as any other maintenance action; hence, it
is generally considered a part of the equipment Mean-Time-Between-Removals (MTBR) reliability figure.
For gimbaled systems, the gimbal assembly can be utilized to perform the test turntable function, and
the system can be calibrated aboard the user vehicle through a special built-in-test mode.

3. SINGLE-DEGREE-OF-FREEDOM FLOATED RATE-
INTEGRA TING GYRO

The floated rate-integrating gyro (16, 17, 18, 19, 20, 12) pictured schematically in Figure 1 is the gyro
with the longest production history and is the original high-accuracy gimbaled-platform gyro. The de-
vice consists of a cylindrical hermetically sealed momentum-wheel/spinmotor assembly (float) con-
tained in a cylindrical hermetically sealed case. The float is interfaced to the case by a precision sus-
pension assembly that is laterally rigid (normal to the cylinder axis) but allows "frictionless'" angular
movement of the float relative to the case about the cylinder axis, The cavity between the case and float
is filled with a fluid that serves the dual purpose of suspending the float at neutral buoyancy, and provid-
ing viscous damping to resist relative float-case angular motion about the suspension axis.

A ball-bearing or gas-bearing synchronous-hysteresis spinmotor is utilized in the float to maintain
constant rotor spinspeed, hence constant float angular momentum. A signal-generator/pickoff provides
an electrical output signal from the gyro proportional to the angular displacement of the float relative to
the case. An electrical torque generator provides the capability for applying known torques to the float
about the suspension axis proportional to an applied electrical input current, Delicate flex leads are
used to transmit electrical signals and power between the case and float.

Under applied angular rates about the input axis, the gyro float develops a precessional rate about
the output axis (rotation rate of the angle sensed by the signal-generator/pickoff, see Figure 1). The
pickoff-angle rate generates a viscous torque on the float about the output axis (due to the damping fluid)
which sums with the electrically applied torque-generator torque to precess the float about the input axis

*It should be noted that a composite-bias calibration procedure has been demonstrated on single-degree-
of-freedom floated rate-integrating gyros (14, 15) that can be accomplished statically and therefore, in
the user vehicle, Conceptually, the method is to measure the gyro output with the spinmotor operating
at two different speeds (e, g., forward and reverse). A comparison between the two readings allows
the gyro-bias to be separated from earth-rate input. This calibration technique is limited by its in=-
ability to separate g-insensitive from g-sensitive error terms, the inability to measure gyro scale
factor errors, and the problem of predicting user vehicle movement during the period when the gyro
spinmotor speed is being changed such that performance can be compared in equivalent reference
frames.
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at the gyro input rate. The pickoff-angle rate thereby becomes proportional to the difference between
the input rate and the torque-generator precessional rate; hence the pickoff angle becomes proportional
to the integral of the difference between the input and torque-generator rates.
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Figure 1. Honeywell GG87 single-degree-of-freedom
floated-rate-integrating gyro.

To operate the gyro in a strapdown mode, the pickoff angle is electrically servoed to null by the
torque generator which is driven by the signal-generator/pickoff output (through suitable compensation
and amplifier electronics). The time integral of the difference between the input and torque-generator
precessional rates is thereby maintained at zero, and the integral of the torque-generator rate becomes
proportional to the integral of the input rate. Thus, the integral of the torque-generator electrical cur-
rent provides a measure of the integral of input rate for a rate-gyro strapdown inertial navigation
system.

3.1 General Design Considerations

The suspension assembly for the floated gyro is typically of the pivot-and-jewel type. Some units
a dditionally employ a magnetic suspension around the pivots to eliminate friction under benign flight
conditions, and to compensate for off-nominal flotation,

The signal-generator/pickoff is either of the moving-coil or variable-reluctance type. For the
moving-coil pickoff, a small receiver coil is mounted to the float and an a-c excitation coil is attached
to the case., Movement of the float relative to the case modifies the flux linkage sensed by the receiver
coil; hence, a d-c voltage-output is generated from the receiver coil proportional to float-case angular
displacement, For the variable-reluctance pickoff, the excitation and receiver coils are mounted to the
case, and a soft-iron assembly is attached to the float in the flux return path between the excitation and
receiver coils, Movement of the float relative to the case varies the orientation of the soft iron in the
excitation field, thereby modifying the return flux to the receiver coil. The receiver-coil voltage there-
by becomes proportional to float-case angular displacement. The tradeoff between the two pickoff ap-
proaches is the addition of two flex leads (and associated error-torque uncertainties on the float) for the
moving-coil pickoff versus increased error-torque magnetic sensitivity (to internally generated fields)
for the variable-reluctance pickoff,

The floated gyro torque-generator is either of the permanent-magnet or electromagnetic (microsyn)
type. For the permanent-magnet torquer, a coil cup is attached to the float (or case) and a permanent
magnet is mounted to the case (or float). Applied electrical current to the torquer coil generates mag-
netic flux which interacts with the permanent-magnet field, thereby producing a torque on the float,

The tradeoff between a case-versus float-mounted magnet is the addition of two flex leads (for the case-
mounted magnet) versus increased float size and increased error-torque magnetic sensitivity to intern-
ally generated fields (for the float-mounted magnet). For the electro-magnetic torquer, a soft iron
assembly is mounted to the float, and an electromagnetic coil ig attached to the case. Applied current
to the coil generates a magnetic field that interacts with the iron to produce the desired torque on the
float, The advantage of the electromagnetic torquer is the elimination of the permanent magnet and
associated scale-factor variations due to aging (field strength decay), and the ability to implement the
torque generator without flex leads. Disadvantages are increased torquer scale-factor nonlinearities
and thermal sensitivities, and increased float magnetic-error-torque susceptability to internally gener-
ated fields.
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3.2 Analytical Description and Error Model

Consider the float assembly for the single-degree-of-freedom floated rate-integrating gyro, and
define a coordinate frame for it with z along the rotor spin axis, y along the float suspension axis, and
x to complete the orthogonal triad (as shown in Figure 2), The torque-momentum transfer equation for

the float assembly about the float (y) axis is
(1)

‘J'y = Jyuy T, - J,) Wy - W I 0,
where
Ty = net torque on the float assembly about the y axis
Wygs W W = inertial angular rates of rotation of the float assembly about the x, y, and z axes
W, = angular rate of the rotor relative to the float (about z)
Jx, Jy, .Iz = moments of inertia of the float assembly (including the rotor) about the x, y, andz axes
Jr = moment of inertia of the rotor about the spinmotor axis
CASE-~FIXED AXES
Y
errZ = FLOAT“F'XED
AXES
7~
FLOAT AXIS

ROTOR
ANGULAR
VELOCITY

FLOAT

Figure 2, Gyro gimbal and case axes.

The corresponding momentum-transfer equation for the rotor about the spin axis is

Jr(éz -o) =T, = f(6w) (2)
with
6wr = W, - W, (3)
where
wry = nominal spinmotor rotor speed
Gwr = variation in the rotor speed from nominal
T, = rotor spinmotor torque designed to maintain nominal rotor speed (i. e., hold

Gwr at null)

f(éur} = functional operator indicating that the spinmotor torque is a function of the
deviation of the rotor speed from nominal
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The torque on the float assembly (T, in Eq. (1)) is composed of three terms: viscous flotation-
fluid torques due to rotation rates of the float about the float axis relative to the gyro case; torques
intentionally applied to the float assembly through the electromagnetic torque-generator; and unwanted
torques due to imperfections in the gyro from its idealized theoretical configuration

Ty =-Cé+1’T+'re (4)
where
C = viscous torque coefficient
6 = angle of the gyro relative to the gyro case (that would be sensed by the gyro
signal-generator/ pickoff)
Tp = applied torque-generator torque
T = unwanted error-torque

e

The torque-generator torque in Eq. (4) is defined in terms of the input axis (x) precessional rate it
is intended to generate (a torquer-input command-rate) with an associated torquer scale-factor error
(the error in realizing the torquer command-rate)

H0 = erro o
H
T - dTre T
where
H0 = nominal gyro angular momentum
wp = intended torque-generator-induced precessional rate
€ = torque-generator (and associated electronics) scale-factor error

The unwanted error-torque in Eq, (4) is equated to a bias rate which is defined as the torque-generator-
input command-rate needed to nullify the effect of the error torque on the float

HO
Te " T+o "B (6)
where

wp = gyTo bias rate

The float angular rates in Eq. (1) can be related to angular rates along nominal gyro axes*. The float is
misaligned from the gyro case by the pickoff angle (8) and the gyro case may be misaligned from the
nominal gyro axes (due to imperfections in the gyro mounting surfaces and the gyro-system mounting),
hence

Wy = “ia *Ysra¥oa - Yoa * 9 Ysga
Wy = Woa *Y1AYSRA " Ysra¥ia * O ™
W, = Wgpa *(Yoa T O) vy - VAo

where

n

IA, OA, SRA nominal gyro axes (IA = input axis, OA = output axis, SRA = spin-

reference axis, Figure 1)
“1a°Y0A’“SRA = angular rates of the gyro about the nominal gyro axes

YA YoA* YSRA * :;c i::lignments of the gyro case axes relative to nominal gyro

£
Nominal gyro axes are defined as the gyro axis orientation assumed in the strapdown system
computer,
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Eq. (3) through (7) are now substituted into Eq. (1) to obtain the input/output equation for the single-
degree-of-freedom floated rate-integrating gyro. After neglecting higher-order effects and rearranging,
the result is
[ (3, =3
wp = (1+e)|uy +Ygpa¥on - Yoa + O Uspa ¥ TH T “srA “ia
(8)
J

0 5‘%] +upg - [3500a + 0 + <o)
The associated equation for the Owr spinmotor rate variation is similarly obtained from Eq. (2) and (3)

86, = by -if(ﬁur} (9)

Equation (8) shows that the command rate (wr) input to the gyro torque generator is proportional to the
gyro input rate (wra), plus dynamic and cross-coupling effects, the principal one being the C#é term.
The integral of Eqg, (8) can be rearranged to show that the pickoff angle () is principally proportional to
the integral of the difference between the torque-generator command rate and the gyro input rate.

The floated rate-integrating gyro can be utilized in two basic modes of operation: open loop and
closed loop. For open-loop operation, the gyro pickoff angle (8) is used to measure single-axis attitude
variations from nominal of a platform to which the device is mounted, The nominal attitude is the inte-
gral of the command-rate (up). For such applications, the platform attitude about the gyro input-axis
is controlled (e. g., by servomotors in the case of a gimbaled inertial navigation platform) to maintain
the gyro pickoff angle at null, The platform can then be made to rotate at a specified rate about the
input-axis by torquing the gyro with wp equal to the desired rotation rate. The platform controller will
drive the platform to maintain 6 at nuT, thereby driving wia, the platform rate, to equal wp in the inte-
gral sense.

The closed-loop mode of operation is utilized in strapdown applications where the gyro is used to
sense input rate, In the closed-loop mode, the gyro is electrically caged by generating a command rate
into the torque-generator to maintain the pickoff angle 6 at null. Figure 3 is a block diagram of Eq. (8)
and (9) illustrating this concept. From the block diagram it should be apparent that for proper dynamic
characteristics designed into the gyro torque-generator electronics, the pickoff angle can be main-
tained near null with the resulting torque-generator command-rate (wT) becom ing proportional to the
input rate (wpa) in the integral sense (plus additional error terms). The bandwidth (or dynamic response
time) of the instrument (output w compared to input wia) is determined by the gain and form of the
command-electronics mechanization., Several approaches are possible as described in Section 4.

The input-error terms in Figure 3 that corrupt the accuracy of the gyro in measuring wj are the
mechanical misalignment errors (ypa and ysra), the float-to-case misalignment angle error (8), output-
axis angular acceleration (VoA anisoinertia effects (J; - Jy), spinmotor loop dynamics (f(6wy)), torque-
generator/electronics scale-factor error (¢), and gyro bias errors (wg). The float-to-case misalign-
ment error is caused by signal-generator/pickoff angle bias (pickoff null different from 6 null), and
dynamic effects in the torque loop. (12) The anisoinertia, spinmotor dynamic, and angular acceleration
effects, as well as the bandwidth limitations of the device (which impacts the pickoff misalignment error),
are design limitations intrinsic to the basic gyro concept. The remaining errors (mechanical misalign-
ment, pickoff-angle detector bias, scale-factor error, and bias error) are caused by imperfections in
the gyro that deviate from the theoretically perfect design.

A typical model of the scale-factor error for the floated gyro in the strapdown closed-loop mode of
operation is given by

w
2

a—g0+elﬁfl+ezwm+esum (10)
where

e, = basic "fixed" scale-factor error

€ = scale factor asymmetry error (positive scale factor different from negative

scale factor)
€y, %3 linearity-error effects that modify the scale-factor error under high rates

The scale-factor-linearity errors are functions of the torque-loop mechanization approach utilized, and,
for a permanent-magnet torque-generator, the tightness of the torquing loop (ability to minimize pickoff
angle movement which could produce variations in the electromagnetic interface between the gyro-
torquer-coil and torquer-magnets). The presence of the ey coefficient depends on the torque-loop elec-
tronics implementation utilized (see Section 4.). If the term exists, it can be particularly troublesome
due to its ability to rectify low rate oscillatory inputs (such as vehicle limit-cycling). The eg coefficient
is dependent on the torque-generator temperature (due principally to torquer magnetic-field-strength
thermal sensitivity), and to scale-factor error in the torque-loop electronics.
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The wp bias error includes several effects associated with manufacturing tolerances and electro-
mechanical instabilities. A typical error model for the bias is illustrated by Eq. (11)

wg = By +Byajy *Byagpa * By ap, aggp t 0 (11)
where
aia, 3gra - accelerations of the gyro along the input (LA) and spin-reference (SRA) axes
B0 = g-insensitive bias error
B, = g-sensitive bias coefficient created from gyro float mass unbalance (relative

to the gimbal pivots) along the spinmotor axis, (A principal error source
in this regard is movement of the rotor along the spin axis due to spinmotor
bearing compliance. )

B, = g-sensitive bias coefficient created from float mass-unbalance along the
input axis
83 = anisoelastic bias error coefficient created by unequal compliance of the gyro

float assembly along the input and spin axes
n = zero-mean random bias term representable as a stochastic noise process

For the floated rate-integrating gyro, the Bg term is typically caused by residual flex-lead torques,
residual thermal gradients across the gyro that produce flotation-fluid flow around the float assembly,
magnetic torques on the float assembly caused by eddy current fields from the gyro case (generated from
stray spinmotor fields entering the case), pivot torques due to off-nominal flotation in gyros without
magnetic suspensions (caused by fluid temperature variations and float manufacturing tolerances), pivot
stiction due to pivot reaction torque under gyro rotations about the output axis (the torque needed to pre-
cess the float about the input axis), and torque-loop/pulse-electronics bias errors (for binary torque-
loops, or analog torque-loops with follow-up analog-to-digital conversion: see Section 4).

Random noise is created by zero mean instabilities in the gyro that have short correlation times
(i. e., minutes or less). Examples are variations in the g-insensitive bias due to variations in pivot
friction, and variations in the g-sensitive bias due to random movements of the rotor along the spin axis.

In general, the B and ¢ coefficients in Eq. (10) and (11) have predictable and unpredictable compo-
nents. The predictable components can be measured a priori and used in the inverse sense to correct
(compensate) the gyro-output data (typically in the system computer where the gyro data is input). The
B, ¢ coefficients can be modeled in the computer as simple constants, or in the more sophisticated
applications, can include predictable temperature variations as functions of sensor temperature measure-
ments. The degree to which the measured coefficients characterize the actual gyro errors is, in general,
a function of time, temperaturefvibration exposure, input profile, and number of device turn-ons, The
time period for which the measured coefficients accurately characterize the gyro constitutes the long-
term stability of the gyro and its associated calibration interval (to remeasure and correct the error
coefficients).

The dynamic errors in Figure 3 can also be compensated in the same manner as the bias and scale-
factor errors within the bandwidth limitations of the uncompensated sensor-output signals (the signals
utilized in the system computer sensor-compensation models). With regard to bandwidth limitations
of dynamic compensation, the anisoinertia, spinmotor dynamic, and pickoff angle dynamic cross-coupling
effects can be particularly troublesome because of their ability to rectify high-frequency inputs about the
spin and input axes (12) ( a similar problem exists for the anisoelastic bias error). The pickoff-angle
cross-coupling rectification error is caused by the torque-loop bandwidth limitation through the dynamic
servo error () generated under high-frequency input-axis angular-rate, and the resulting cross-coupling
of spin-axis rate into the gyro output (see Figure 3). Compensation for spinmotor effects can have addi-
tional inaccuracies because of the difficulty in accurately modeling the motor-speed control-loop dynamics.

3,3 Performance and Application Areas

Simplified low-cost versions of the floated gyro have been succesgsfully utilized in tactical missile and
spacecraft booster guidance applications where the AHRS sensor figures from Table 1 are representative
of gyro performance requirements. Examples are the midcourse systems employed on the Harpoon and
Standard Missile-2 tactical missiles, the booster inertial guidance systems on the Agena and Delta launch
vehicles, the backup guidance system utilized in the Apollo Lunar Module, and the guidance and naviga-
tion system utilized in the Prime Reentry Vehicle (the first nondevelopmental strapdown guidance system
application). To the author's knowledge, floated-gyro performance consistant with Table 1 1-nmi/hr
strapdown navigator requirements has yet to be demonstrated in a statistically valid system flight test.
Results of flight tests conducted in 1965 at Holloman Air Force Base on a Honeywell system using high-
quality floated gyros yielded 2- to 4-nmi/hr CEP unaided performance. (21) These results are not neces-
sarily representative of what is attainable with today's technology; however, sceptics believe that 1-nmi/
hr accuracies for floated rate-integrating gyro strapdown systems are not quite achievable with reason-
ably priced instruments, * Particulars regarding the capability of the floated gyro in meeting the Table 1
sensor requirements are discussed in the following paragraphs.

*Some floated gyro enthusiasts believe that the more sophisticated strapdown floated gyro configurations
can meet 1-nmi/hr navigation system requirements, Floated gyro manufacturers, however, are not
promoting the use of these instruments today for 1-nmi/hr strapdown applications because of their
higher cost and/or performance deficiencies (in the case of the lower cost units) compared to the other
available strapdown gyro types.
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The bias error for the floated rate-integrating gyro (both g-sensitive and g-insensitive effects) has
long-term trending characteristics that require calibration to achieve high-accuracy performance com-=
patible with Table1 INS requirements. Thermal effects on the bias error are significant, and difficult
to accurately model for compensation (e. g., pickoff null movement and associated flex-lead error-
torque variations; spinmotor axial shifts due to motor-bearing preload variations; and off=nominal fluid
temperature, hence off-nominal flotation, a problem for non-magnetic float suspensions). As a result,
thermal controls are generally required to achieve high accuracy™, and a warmup time penalty is in=-
curred, Care must be taken in using the device to assure that input vibration levels and vector direction
(linear and angular) do not rectify the dynamically sensitive bias terms (anisoelasticity, anisoinertia,
spinmotor dynamics, pickoff angle dynamic response error) beyond application performance limits, An
unfortunate aspect of the latter consideration is that vibration profiles at the sensor or even system
level are difficult to obtain during the development cycle (particularly regarding angular vibrations and
linear-vibration vector direction), Computer compensation can be employed to reduce dynamic errors
for low-frequency inputs (within the bandwidth of the sensor torque loop).

Increasing angular momentum [to reduce bias error, see Eq. (6)] also creates additional error
torques on the float due to stiffer pivots to handle the increased-momentum reaction-torque loading
under output axis rotations; a larger float assembly (for the larger spinmotor and larger ftorque gener-
ator to precess the increased angular momentum) with an associated increase in mass unbalance, float-
case electromagnetic-interraction error torques, and float-suspension error torques; heavier flex leads
for the larger spinmotor; and (for a permanent-magnet torque-generator with float- mounted coil) heavier
flex leads for the larger torquer=-coil assembly. The net result is that increased momentum has only a
limited capability in reducing floated-gyro bias error, and some form of regular calibration is probably
needed to achieve the long-term stability needed to meet Table 1 INS requirements. A concept such as
the dual-speed spinmotor technique (see Section 2) appears necessary for conveniently calibrating these
gyros frequently if the requirements in Table 1 are to be met. The inability for this calibration technique
to separate g-sensitive from g-insensitive errors, however, probably restricts the floated gyro to strap-
down applications in fairly benign flight environments if unaided l-nmi/hr performance is to be achieved,
For lower-performance applications (such as the AHRS in Table 1), performance requirements are
readily achievable,

Due to torque-generator thermal sensitivities and, in the case of the permanent-magnet torquer,
aging effects in the torquer magnet, scale factor accuracies in torque-rebalance instruments (such as
the floated gyro) are generally limited to 50 ppm, Compared to Table 1 requirements, the 50-ppm
limitation places a serious handicap on torque-rebalance gyros for high performance applications.
Relative to the 1-ppm low-rate asymmetry requirement for rate gyros, Honeywell's experience with a
GG1009H floated gyro has shown that this performance level is achievable with careful design practice.

Due to its torque-rebalance nature, the floated gyro has a limited-bandwidth input-rate-sensing capa=-
bility. As a result, sensor-assembly coning-rate vibration frequencies near or above the bandwidth of
this sensor will result in attitude drift errors unless the vibration levels are naturally small or intention-
ally attenuated (through shock mounts). Honeywell's experience with a strapdown GG1009H navigation-
grade floated rate-integrating gyro has shown that 80-Hz bandwidths are easily achieved, including a
factor of 7 rise in torque-loop stiffness at low (0-5 Hz) frequencies (i.e. lag-lead compensation), For
most applications, this bandwidth level is sufficient to meet system needs. Care must be taken in
severe vibration applications, however, to assure that unanticipated coning effects will not constitute a
major error source.

Alignment stabilities of 5 seconds of arc (the Table 1 requirement) may be achievable with the floated
gyro, but not without careful design work. Mechanical instabilities of the gyro-system mount, gimbal
pivot, and spinmotor axis; torque-loop servo errors; and pickoff detector null shifts, all contribute to
the alignment error, The overall alignment error must remain within allowable limits for several
months, over thermal, vibration, angular rate, and linear acceleration environments so that frequent
calibration is not required, Thermal modeling may be needed to compensate for pickoff null movement,

The random noise from the floated gyro is generally well within the Table 1 requirements; hence, it
does not constitute a major error source. The required rate capability is designed into the unit (through
specification of the angular momentum and torque-generator design) and, as such, can be selected to
meet the Table 1 requirements, Higher rate requirements impact gyro accuracy through a larger torque=-
generator requirement and associated bias error effects (e.g., mass unbalance).

Due to the need for thermal controls in high-accuracy applications, a warmup time delay of 5 to 10
minutes is needed to allow the floated gyro to come up to temperature and stabilize. To this must be
added an additional 5 minutes for calibration (e.g., using spinmotor reversal). An overall warmup time
of 15 minutes results which generally is not compatible with high-performance system requirements,

For the lower-performance applications, gyro accuracy is acceptable without heaters (or the output accu-
racy is acceptable during gyro warmup); hence, the "warmup' time limit is the time for spinmotor run-
up, which is typically achievable in 30 seconds.

£
Another reason for temperature controls in high-performance floated gyros is to maintain nominal
damping characteristics in the damping fluid li. e., the C-coefficientin Eq. (8)] to retain nominal dy-
namic response performance in the torque-rebalance loop. Typical flotation fluids vary their damping
characteristics significantly with temperature and lose their fluid characteristics at low temperatures.
Mechanical devices (e, g., orifice dampers) can be utilized in the gyro float-case cavity that provide
passive control of damping, and achieve high damping levels with thinner fluids, Unfortunately, these
devices also add residual error torques and, therefore, are typically utilized in only the lower-
performance application areas.
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Quantization levels achievable with the floated gyro depend on the torque-loop/pulse-electronics
implementation utilized (see Section 4) which can be selected to meet Table 1 requirements.

4, TORQUE LOOP MECHANIZATION APPROACHES FOR TORQUE-
REBALANCE INSTRUMENTS

The implementation of the torque loop for torque-to-balance instruments (such as the floated rate-
integrating gyro) can be performed using either of two basic approaches: digital torque rebalance, or
analog torque rebalance with follow-up analog-to-digital conversion. Both concepts are illustrated in
Figure 4.

4,1 Digital-Torque Rebalance

For the digital-rebalance concept, precision time-amplitude current pulses are generated and gated
into the sensor torquer to maintain the pickoff angle at null, Dynamic analog compensation is utilized
in the torque loop (if necessary) to provide sufficient wide-bandwidth stable performance (pickoff angle
maintained at null under expected dynamic input-rate conditions).

Each current pulse input to the torque generator has the same time-amplitude content; hence, the
integral per pulse of the current into the torquer is fixed. This corresponds to an equivalent integral
quantum of input data to the sensor (input rate in the case of a gyro) that caused the pulse to be generated
(through the forward pickoff/current-command loop). Hence, the occurrence of a rebalance pulse pro-
vides a digital indication (to the system computer) that (for a gyro) the device has been rotated through
a known fixed quantum of angle about its input axis. For an accelerometer, the pulse occurrence repre-
sents a fixed incremental velocity change. Implementation approaches for the pulse command logic vary,
depending on sensor-application requirements, In general, two methods are possible: pulse-on-demand
and binary torquing.

For the pulse-on-demand concept, a pulse is only input to the torquer when it is needed to drive the
analog input to the pulse-command logic toward null, Otherwise, the torquer current is maintained at

DIGITAL REBALANCE APPROACH
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o TORQUE-TO-BALANCE | J[GENERATOR/ | I ColiPENSA-|»l CONMAND |oPULSES TO
SENSOR PICKOFF com coum SYSTEM
ELECTRONICS COMPUTER
TORQUE-GENERATOR
INPUT
CURRENT PRECISION CURRENT- | ¢
PULSE GENERATOR
ANALOG REBALANCE APPROACH
SIGNAL-
DYNAMIC
TORQUE-TO-BALANCE GENERATOR/ )
> SENSOR BiCkorF O [#] COMPENSA- [f AMPLIFIER —
ELECTRONICS
TORQUE-
GENERATOR
INPUT
CURRENT
TORQUE - OUTPUT PULSES
GENERATOR PRECISION-PULSE TO SYSTEM
RETURN DIGITIZER ——® COMPUTER
CURRENT

Figure 4. Torque-rebalance-loop concepts,

45



zero. Figure 5 illustrates two commonly used methods for implementing the pulse-on-demand logic.
For the approach at the top of Figure 5, a pulse is issued when the analog-input-signal magnitude
exceeds a specified threshold. After the threshold is exceeded, pulses are generated at a constant rate
into the sensor torquer with a phase sense (plus or minus) to drive the input signal (through the sensor
response) below the threshold limit. The pulse size is set so that for the pulse-frequency capability of
the current-pulse generator, sufficient current is generated through the torquer to maintain sensor pick-
off null capture under maximum sensor-input conditions. For each pulse transmitted to the torquer, a
pulse is output to the system computer to indicate that an incremental change in the sensor input has
occurred and has been rebalanced electrically.

For the approach in the lower half of Figure 5, pulses are generated into the torquer at a rate (fre-
quency) proportional to the analog-signal input level. The pulse size for this approach is also set to
hold the pickoff at null under maximum input conditions for which the voltage-to-pulse-frequency con-
verter generates its maximum ouatput pulse frequency.

In general, the tradeoff between the two pulse-on~demand logic approaches in Figure 5 hinges on the
effective bandwidth in the overall sensor torque loop versus the torque-loop accuracy under zero and
dynamic input conditions (off-null pickoff angle, which leads to cross-coupling errors (see Figure 3), and
pulse limit-cycling, which indicates erroneous attitude oscillations to the system computer).

For the binary pulse-command logic approach, constant-amplitude pulses are applied to the sensor
torque-generator at a constant rate, The percentage of positive (compared to negative) pulses is con-
trolled to balance the sensor input, Figure 6 illustrates two common binary=-torquing configurations:
fixed-pulse-width torquing, and pulse-width-modulated torquing.
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For the binary fixed-pulse-width concept, constant-amplitude constant-width pulses are continuously
gated into the torque generator in the positive or negative sense, depending on the phasing of the input
signal to the command logic (see Figures 4 and 6). With no input to the sensor, the pulse logic estab-
lishes a torque-loop limit-cycle condition in which half the pulses delivered to the torque generator are
positive and half are negative (i. e., no net torque is delivered on the average). When an input is applied
to the sensor, a larger percentage of pulses is generated with phasing that balances the sensor input,
The average difference between the positive and the negative pulses delivered per unit time becomes
proportional to the sensor input, and the average pulse-count (positive minus negative) becomes propor-
tional to the integral of the sensor input. The pulse size is established so that for the torque-loop pulse-
frequency utilized, sufficient current is generated under maximum sensor input conditions to balance the
sensor input.

For the binary pulse-width-modulated torque loop approach (59) (Figure 6), a constant-frequency, con-
stant-amplitude variable-width square-wave is generated by the torque-command electronics, with the
difference between the plus and minus wave widths proportional to the input to the command logic (see
Figure 4), The variable-width square wave is edge-synchronized with a high-frequency clock, and then
used to gate a precision constant current into the sensor torque-generator: positive for the positive
cycle of the square-wave, negative for the negative cycle. Thus, the average current into the torquer
becomes proportional to the difference between the square-wave positive and negative wave-widths, and
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thereby proportional to the command-logic input signal. During the time that positive current is being
commanded, the high-frequency pulse clock is gated as the gyro pulse output along the positive output
line, and conversely for negative current. Since the torquing current square wave is edge synchronized
with the high-frequency clock, the total time period for a current pulse (positive or negative) into the
torquer is proportional to an integral number of high-frequency pulse counts, As a result, each high-
frequency pulse represents a quantum of known integrated torquer current-time (the high-frequency
clock period times the torquer current). By counting the positive minus the negative high-frequency
pulses in the system computer over each square wave cycle (a count synchronizer is needed; see Fig-
ure 6), a fine resolution measure of integrated sensor input is obtained.

An advantage of the binary pulse-width-modulated concept compared to the pulse-on-demand or
binary fixed-pulse-width approaches is that finer pulse size (resolution) is achievable with the former.
The pulse size for each concept is determined by the maximum torquing rate divided by the maximum
pulse frequency (at maximum rate}). For the binary pulse-width-modulated concept, the maximum out-
put-pulse frequency is established by the pulse clock, and is independent of the torquing pulse frequency
(established by the square-wave period; see Figure 6). For example, for a 400-degree-per-second
maximum rate requirement and a 1-MHz pulse clock (not untypical), the pulse size is 400 x 10=6 degrees
or 1,5 sec of arc. For the pulse-on demand or binary fixed-pulse-width concepts, the output and torquer
pulse-frequencies are equivalent since both are generated from the same source (the pulse clock in
Figures 5 and 6). As a result, the output-pulse frequency must be limited to the maximum frequency
for which torquer-current pulses can be accurately generated (a function of electronic delays, inductive
torquer-coil transients, and the current levels needed for the particular torque-generator design). For
strapdown gyros, 5 KHz is a typical maximum torque-rebalance pulse-frequency. For strapdown accel-
erometers, higher pulse-torquing frequencies are attainable due to the lower current levels involved
(e.g., 20 KHz). Hence, the pulse resolution for the pulse-on-demand or binary fixed-pulse-width
schemes is generally one to two orders of magnitude coarser than for the binary pulse-width- modulated
approach for the same maximum torquing-rate capability, Finer resolution can be achieved with the
pulse-on-demand or binary fixed-pulse-width approaches by switching to a lower current level under low
sensor input conditions, a design complication that still does not provide fine resolution at high sensor
inputs if required. Alternatively, the residual analog signal on the sensor output can be sampled and
brought into the system computer through an analog-to-digital converter as a correction to the sensor
pulse count accumulated in the computer. The accuracy of this technique is limited by the error (princi-
pally scale factor) of the sensor signal-generator/pickoff, generally a poor-quality signal for high-
accuracy attitude measurement.

Another advantage for the binary torquing schemes is that total current load into the sensor torque
generator is maintained at a constant value (sum of absolute positive and negative current), hence, the
thermal effect on the sensor torquer is constant. Since torquer scale-factor accuracy is a function of
torquer temperature, operation at a constant thermal load condition tends to minimize torquer scale-
factor variations due to thermal gradient loading. For the pulse-on-demand implementation, since aver-
age current delivered to the torquer is proportional to input rate, torquer heating becomes proportional
to input rate, and thermal transient scale factor variations can be introduced as a function of sensor
input, Torquer scale-factor temperature-error effects can be compensated to some extent by installing
a thermal detector in the sensor torque generator and using the output signal to correct for device scale-
factor variations (either electronically in the actual sensor, or through software in the system computer).
The technique can be utilized in unheated sensor applications to improve performance (for both pulse-on-
demand and binary torque loops), It also partially compensates for the added thermal transient error
that occurs for the pulse-on-demand scheme under dynamic input conditions,

The principal disadvantage of the binary rebalance scheme is the need to operate continuously at
maximum positive and negative current loads into the torquer, even at zero sensor-input conditions. As
a result, the torque-loop scale-factor symmetry (plus compared to minus current/torque transfer) must
be extremely accurate to avoid generating a net large bias error. For example, for a gyro torque loop
designed to handle a 400-deg/sec input rate, a l1-ppm asymmetry results in an equivalent bias error of
400 x 10-5 x 3600 or 1. 4-deg /hr under zero input-rate conditions.

The advantage of digital rebalance schemes in general (either pulse-on-demand or binary) compared
to the analog rebalance approach discussed in Section 4. 2 is that the torquer current-pulse waveforms
have two fixed shapes (positive or negative pulse or square-wave), independent of the average torquing
rate. As a result, torquer-linearity error effects [the €3, €3 terms in Eq. (10)]are largely absent.
Care must still be taken, however, for the pulse-on-demand implementation to assure that the €1 asym-
metry error is small (a function of the positive and negative torquer-current electronics design match)
so that normal low=level oscillatory sensor inputs will not rectify into a bias error. For the binary
torque-loop schemes, the €1 symmetry is not an error source (torque-loop asymmetry generates the
bias-error effect described in the previous paragraph).

4.2 Analog Torque-Rebalance with Follow=-Up Analog-to-Digital Conversion

The alternate to digital rebalance is capture of the sensor element with an analog torque loop (Fig-
ure 4) . The analog current into the torque generator becomes a continuous measure (in the integral
sense) of sensor input. To develop the ineremental pulse signals required by the computer, a digitizer
circuit is utilized. The digitizer circuit integrates the analog input signal from the torquer, and incre-
mentally rebalances the integrator with fixed current-time (or voltage-time depending on implementation)
increments to maintain the integrator output at null. For each rebalance pulse issued to the integrator,
an output pulse is issued to the system computer indicating that a known increment of integrated torquer
current has been accrued; hence, the integral of the sensor input has also incremented by a known value,
The digitizer circuit is typically implemented in much the same manner as the pulse-on-demand digital
torque-loop scheme at the top of Figure 5, with the digitizer electronic integrator operating as the sensor
does in Figure 5.
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An advantage of the analog-torquing loop approach is that wider bandwidth performance is easily
achieved and tighter sensor nulls can generally be held compared with the digital-rebalance schemes
where continuous off-null oscillatory operation is produced through the pulse-torquing (i. e., the sensor
pickoff-angle is nulled within a pulse). In addition, the design of the digital-rebalance portion of the
digitizer can be simplified by operating at lower maximum current levels (through scaling of the inte-
grator input), a technique that is prohibitive with digital rebalance where the torquer current to sustain
sensor-element capture must be maintained by the digital pulses. Another advantage for analog torquing
is that the design of the sensor torque-loop electronics is simplified and essentially uncoupled from the
more sophisticated digital-pulse circuitry. As a result, the design of the digitizer can be accomplished
independently from the sensor and a common digitizer design configuration may be compatible with sever-
al different sensors (e.g., the gyros and accelerometers in a system, or different manufacturer designs
for one class of sensor in multiple=source procurements),

Disadvantages of the analog-rebalance concept are the added error (particularly bias) associated
with the digitizer, and the sensor scale-factor errors associated with high-rate linearity and torquer
heating as a function of input magnitude. Regarding the bias-error effect, the state of the art in analog
circuitry has progressed to the point where low bias accuracies (relative to sensor bias) can be achieved
with careful design practice. Regarding the scale-factor-error effects, dynamic compensation can be
utilized to virtually eliminate the scale-factor-linearity error. Thermal transient error can be elimi-
nated to a degree by thermal measurement and modeling, the adequacy depending on the dynamic-rate
environment and accuracy requirements for the particular application. Since mechanization approaches
for the digitizer parallel those for the pulse~on-demand digital-rebalance concept, tradeoffs associated
with resolution capabilities also apply. It should be noted that the rescaling technique utilized with pulse=
on-demand torquing (similarly applicable to the digitizer to increase resolution under low input condi-
tions) also reduces the effective digitizer bias error under low rate conditions (due to rescaling of the
digitizer input-signal relative to the sensor rebalance current and digitizer-integrator input-offset cur-
rent or voltage). In the case of a digitizer based on current input (utilized to reduce integrator bias), a
current-input rescaling may be required under high input conditions due to limitations in low-drift elec-
tronic integrator amplifiers to absorb the total torquer current from the sensor.

5, TUNED-ROTOR GYRO

The tuned-rotor gyro (22, 23, 24, 25, 26) is the most advanced gyro in large-scale production today
for aircraft 1-nmi/hr gimbaled platforms. Due to its simplicity (compared to the floated rate-integrating
gyro), the tuned-roto gyro is theoretically lower in cost and more reliable, A drawing of a representa-
tive tuned-rotor gyro is presented in Figure 7. Figure 8 is a schematic illustration of the gyro rotor
assembly.

The gyro consists of a momentum wheel (rotor) connected by a flexible gimbal to a case=-fixed
synchronous-hysteresis ball-bearing spinmotor drive shaft, The gimbal is attached to the motor and
rotor through members that are torsionally flexible but laterally rigid. A two-axis variable-reluctance
signal-generator/pickoff is included that measures the angular deviation of the rotor (in two axes) rela-
tive to the case (to which the motor is attached), Also included is a two-axis permanent- magnet torque
generator that allows the rotor to be torqued relative to the case on current command. The torquer
magnets are attached to the rotor, and the torquer coils are attached to the gyro case.

As for all angular-momentum=-based rate-sensing devices, the key design feature of the gyro is the
means by which it can contain the reference momentum (the spinning rotor), without introducing torques
(drift rates) in the process. For the tuned=rotor gyro, the method is linked to the dynamic effect of the
flexible gimbal attachment between the rotor and the motor. Geometrical reasoning reveals that when
the rotor is spinning at an angle that deviates from the motor-shaft direction, the gimbal is driven into
a cyclic oscillation in and out of the rotor plane at twice the rotor frequency. Dynamic analysis shows
that the reaction torque on the rotor to sustain this motion has a systematic component along the angular-
deviation vector that is proportional to the angular displacement, but that acts as a spring with a negative
spring constant, The flexible pivots between the rotor and gimbal, on the other hand, provide a similar
spring torque to the rotor, but of opposite sign. Hence, to free the rotor from systematic torques asso-
ciated with the angular displacement, it is only necessary to set the gimbal pivot springs such that their
effect cancels the inverse spring effect of the gimbal, The result (tuning) is a rotor suspension that is
insensitive to angular movement of the case,

Use of the tuned-rotor gyro in a strapdown mode parallels the technique used for the floated rate-
integrating gyro. Exceptions are that damping must be provided electrically in the caging loop, as there
is no fluid, and that the gyro must be caged in two axes simultaneously. The latter effect couples the
two caging loops together due to the gyroscopic cross-axis reaction of the rotor to applied torques.

5.1 Analytical Description and Error Model

Consider the rotor assembly for the tuned-rotor gyro and define four coordinate frames for it as
shown in Figure 9: one attached to the rotor (R), one attached to the gimbal (G), one attached to the gyro
case (C), and pickoff axes (P) defined with X and Y axes in the plane of the rotor, but displaced from the
case axes by small-angle Euler rotations 6, and 6. These are the pickoff angles for the gyro. The
Y-axis of the gimbal frame is along the inner torslonal flexure that connects the gimbal to the spinmotor
shaft, The gimbal-frame X-axis is displaced angularly about the Z-axis from the gyro-case axes by the
motor-shaft angle ., The gimbal X-Y plane is displaced from the case X=Y plane by the flexure angle B.
The X-axis of the rotor is aligned with the outer flexure axis that connects the rotor to the gimbal. The
rotor axes are displaced from the gimbal frame by the flexure angle o,

From the geometry in Figure 9, the kinematic constraint relations for the pickoff and flexure angles
can be written as
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a = Bx cos 9 +9ysin¢

B = eycosﬁb- 6, sin ¢
and their inverse

ﬂx = @ocos@®=-P3sing

Gy = Bcos @+ sin®

The torque equation for the gimbal and rotor about the gimbal Y-axis is

8 = .8 Cﬁ,@ - KBB + Tgey

Gy Ga'y
or
G G ; G
T =T +C,B+K.B~-T
Gary Gy B B Gey
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where

Tg = total torque on the gimbal about the gimbal (superseript) Y-axis
¥
KB = torsional spring constant for the 38 flexure
CB = torsional damping torque associated with 3 flexure movement (e, g., caused by
interaction of the gimbal with the surrounding gas)
T(G;a = Y-axis reaction torque on the gimbal at the o flexure junction
y

'rg = spurious (unwanted) error producing torques on the gimbal about the gimbal

y Y-axis

Torques on the rotor can be similarly written along gimbal X, Y, and Z axes

G G . G
T =T ~Ca~Ka+rT
R‘x RTx [+3 3 Rex
G G G G G G
T = T + T ool =T e s o -T
RT Ra Re RT
Ry y y sl e
G G G G
T =T +T +T
Rz R'Iz Re, Re,
where
Tg = total torque on the rotor about the gimbal i-axis (i = X, Y, or Z)
i
e torsional spring constant for the & flexure
Ca = damping torque associated with o flexure movement
ol - A reaction torque on the rotor at the & flexure junction about the gimbal
i i=axis (i = Y or Z)
T%e = error torque on the rotor about the gimbal i-axis (i = X, Y, or Z)
i
T g.r = electrically applied torque-generator torque on the rotor about the gimbal
i i=axis (i = X, Y, or Z) intentionally applied through the gyro torquer

The Y=-axis component of Eq.(14) relates the Y-axis torque on the rotor at the ¢ flexure (7

negative of the equivalent reaction torque on the gimbal (7 Ca ) given by Eq. (13),
7

y

Equations (14) with (13) can now be transformed to their equivalent form in pickoff coordinates

- Ca-Kao
[ [3

) <SS >y 0 G L i e - G
o Wlifitert et e =45y TGy+KBB+CBB]+TGey )
G
T
RQ’Z
where
Cg = direction cosine matrix relating gimbal and pickoff coordinate axes
TG & = vectors with Eq. (14) gimbal-frame components G G etc
IRT: IRe . g REdl ot iy

Ig = net rotor torque in pickoff axes

Using small-angle theory (for «, 8), the Cg matrix can be shown to be

cos ¢ =-sin@® -gsing
CG = sin ¢ cos ¢ acos ¢

0 - 1

Substituting in Eq. (15) and expanding
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P _ _P P G . .
™ = TRT + ('I"Re - Tge SiD ®) - (Caa + Kao') cos ¢
b3 X x v
+ ('.l'gy + CIBEK + KBB) gin ¢ - ‘rgaz @ sin ¢
P . .
TR = TET + (TEe + Tge cos @) - (Caa + Kaaf) sin ¢ (16)
y ¥y y y
G . G
- ('rGy + Cﬁﬁ + KIBBJ cos @ + TR“’z o cos ¢
P P G G G Y
T = (T -aT Y+ T +a (T + K, B+C_B)
R, Rez Gey Raz Gy 8 8
where
P P P P _P P

TRi, TRTi' fRe.l = components OfIR: IRT’IRe

Note that the Z component of IET is absent in Eq. (16). This is because the gyro torquer is designed to
apply torque to only the rotor in the rotor plane.

The Z expression in Eq. (16) can be used to solve for Tga for substitution in the X, Y equations., After
z
dropping o-squared terms as second order, the result is

P __P P ' .
‘rRx- TRTx - TR @ sin ¢ - {Caa + Kcra) cos ¢

z

G . .
+ +
+ ('rG CBB + KBB) sin ¢ Tex
(17)
r _ P P . ]
TR = TRT +TR «cos ¢ - (Caa+Kaaf} sin ¢
y y z
—{TG +C E+K B)cos & + 7T
G B 8 e
¥ ¥
In Eq.(17), the T and T terms are the composite of all the error effects in the X, Y torque equations.
X y

The momentum transfer equations relating the torques in Eq.(17) to rotational movement of the rotor
assembly are now developed to obtain the input/output equations for the tuned-rotor gyro.

The angular rate of the gimbal in gimbal axes is given by

c,C
w3 = ¢ wg+wp +BC (18)
where
gg = gimbal inertial angular rate vector in gimbal axes
_g = gyro case angular rate vector in case axes
_f = spin-motor rate vector in case axes
»G Gy .
B~ = rate of change of the 8 angle-vector (87) in gimbal axes
Cg = direction-cosine matrix relating case and gimbal axes

The Cg matrix is given from Figure 9 by

cos ¢ sin ¢ -B
Cg = |-sin @ cos (] (19)
Bcos ¢ B sin ¢ 1

The momentum-~transfer equation for the gimbal in gimbal axes is given by

G _ G:G G G G
TG - [G9G+9Gx(IGQG) (20)
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where

g -

G inertia tensor for the gimbal in gimbal axes

With Figure 9, the components of the elements in Eq. (18) and (20) can be defined as

c K
Yc T Y%
e
0
C _
wr=0
Yp
(21)
0 \
e .
B = ( B
0
IG 0 0
G _
IG =|0 IG 0
0 0 JG_
where
Wy Wy We = X,Y, Z components of case rate Yo in case axes
w, = spinmotor rate
IG’ ‘IG = gimbal moments of inertia about the X, Y axes, and about the Z polar axis

Substituting Eq. (18), (19), and (21) into Eq. (20), noting that ¢ = W and neglecting f-squared effects as

second-order yields the expression for the gimbal Y-axis torque for Eq. (17)

Tg = IG f;fi. +(c:}v—mruu)cos¢ —{:.Jp+wrwv)sin¢] +(IG— JG} r -,Bwrz
y (22)
+w, (b, cos @ +u sing -2 ng) +tw, (ml_l cos ¢ +w, sin 9)]
The ::f, B, ,G expressions for Eq.(17) and (22) are obtained by differentiating Eq. (11}
;r = bxeost+éysin¢+wrﬁ
B =éycos¢-éxsm¢—wra (23)
J:?' = b'ycosﬁ—‘G'xs'mﬁt-ar[.;r—Ewr{bysmc-!-bxcos@)-wrzﬁ

To develop an expression for the rotor torque-momentum-transfer equation (for TE and fg in
X y
Eq. (17)), the net rotor angular rate in the P frame is first defined as the sum of its consecutive
(Euler) angular-rate-vector components
c, C P - p
vp = Ce lat+w) +Cg (2% +59 (24)
where
E’g = total rotor inertial angular rate in P coordinates
éc' = rate of change of the ¢ torsion flexure angle-vector in gimbal-frame coordinates
Cg, Cg = direction-cosine matrices relating P, C, and G

The pickoff angle 6 is the angle between case and pickoff axes, hence, the first term in Eq. (24) assuming
small angles is
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P, C _ .C., C_ C
CC(EC"'LJS) = wotwy ECX(9C+yf) (25)

If the @, effects in Cg are neglected as second order, C(I}) in Eq. (24) can be approximated by the cosine
matrix for Z-axis ¢ angle rotation generated by w _ (see Figure 9), Recognizing that @ is the vector sum
of ¢ and 8, the second term in Eq. (24) can be wrfitten as

P 2G,:G _ ~P:G; c, C
Cp B™ *+a™) = Cgé Q.C"'Q X @ (28)

where

é € = rate of change of the pickoff angle § as measured in case (or pickoff) coordinates

Substituting Eq. (25) and (26) into Eq. (24) defines the rotor rate in terms of known matrix quantities

P c, ¢ ,c, 6 C @7)

Yp 7 wetw - 080Xwa
An expression for the P frame rotation rate as measured in the P frame is obtained similarly
p_PC,.-C_C,6:C c,6 C
Up = CCQC+Q = ‘-_\JC+_9_ -g°x Yo (28)
The momentum transfer equation for the rotor can be written in P coordinates as

P PP P P P

Tr = TR 2R *up X (g ¥g) (29)

where
Ig = net torque on the rotor assembly in P coordinates
[g = inertia tensor for the rotor in P coordinates

Particular vector and matrix elements in Eq. (27) through (29) are defined as

=]
"
[==]

|-
"
m.

P
IR=010

Lo o Jp

With Eq. (21) for the remaining vector definitions, Eq. (29) can be expanded to obtain the desired
scalar expressions for the torque-momentum=-transfer equations along P frame axes

P _ . o . ) '
TRx = Ip ‘“’p +0, - 9y we = 0y bg) + g v, (wy + by + 0, we) + (T - Ig) wg (0, + éy)
P N . - " . . .
TRy = Ig (y, +0, +6, vy +0, 0) = Jp o, @, +0, = 6, uwg) = Up = Ig)wg (v, + 6.) (30)
P c
TRZ ~ JR (wr + ug)

Equations (17), (22), and (30), with Eq. (12a) and (23) in combination define the dynamic response
relations for the tuned-rotor gyro. Before combining, additional nomenclature is introduced to simplify
the form of the final result and to account for gyro-case misalignments.

The @ and B torsion-flexure spring constants are defined to be equal to a nominal value K, plus small
error variations
= +
Ka Ko aKa
(31)
K

3 Ko+£ﬂ'{IB
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The following definitions are introduced for the inertia terms

~ 1
I = Igtgig
B 1
I = Ig+31g (32)
L.=1,-%27
¢~ 6 2%

The spinmotor rate is defined as a nominal value (wr,) plus a variation (8y,) due to motor dynamies;
and a nominal gyro angular momentum (H) is defined

3] w, +35
r r
o “r

(33)

"

H Jw

(o]
rO

The torque=-generator torque is defined in terms of a gyroscopic precessional command rate with a
scale-factor and cross-coupling error; and the error torque is equated to a bias rate defined as the torque-
generator command-rate needed to nullify the effect of the error torque on the rotor

H

o)
T = —— +B W
.F{'I'x (1+ ey) Ty Yy Ty
H o
T = e, +t0_ W
RT 1+e )T x T
y ( x x b ¥
Ho (34)
T = - w
e 1+e)
x ( y B}'
Ho
T = — )
ey (T +e) B,
where
Op » Oy = X=- and Y-axis torquer command rates
X y
B. . Bx = torquer cross-coupling errors (Y command rate into X-axis, and X command
Yx y rate into Y-axis)
€y Sy = X- and Y-axis torquer scale-factor errors
Wy, Wy gyro X=- and Y-axis bias rates
X b

The gyro case axes may be misaligned from nominal gyro axes by small misalignment angles Yy )’y, and

W= wx'+'}’zw -Y W

B N y 'z
- (35)
w, = w},'!-?xwz =Y, Uy
ug = w +Y W o=V W
z ¥y ox Xy
Finally, the following trigonometric identities are noted
.2 _1 1
sin” ¢ --2--§C082¢
cos? =1 +lcos2 (36)
sin®cos® = lsinzqa

2

With Eq. (31) through (36), Eq. (11), (17), (22), (23), and (30) can now be combined to yield the
input/output equations for the tuned-rotor gyro. Upon combination, rearrangement, introducing the fact
that the gimbal inertia is significantly less than the rotor inertia, neglecting higher-order effects, and
assuming that angular vibration inputs at exactly twice spin-frequency have negligible liklihood, yields
the results in Eq, (37a) and (37h).
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The 6wy term in Eq. (37a)and (37b) is a function of the spinmotor dynamics, and can be described analyti=-
cally by considering the rotor-gimbal assembly as the inertial load to the spinmotor. Neglecting gimbal-
angle and misalignment effects as second order, and assuming that the rotor inertia is much larger than
the gimbal inertia, provides the result given by Eq. (38)

Jw, +ow) = 7. = f(éwr) (38)

where

Tr = spinmotor torque designed to maintain the rotor at nominal speed Wy,
o
f(ﬁur) = functional operator indicating that the spinmotor torque is a function of the deviation
of the rotor speed from nominal

Equations (37a) and (37b) show that the X and Y torquer command rates to the gyro (wTy, wT,) are pro-
portional to the X~ and Y-axis gyro input rates (wy, uy) plus dynamic and cross=-coupling ts, the
principal one being the pickoff-gngle (6x, 0y) nominal spring dynamic effect [(Ko = Lgur,“)0]. Due to
the magnitude of Ko and L wp,“, this term could generate a significant rate error in the gyro for off-
null pickoff operation (which is generally the case due to the inability to operate the gyro ideally with
the pickoff angle held precisely at zero), To eliminate this as an error source, the nominal torsional-
flexure spring constant K, is designed to cancel the dynamic term Lg wrq

K = Loo?2 (39)

0 G'r
[+]

Setting the gimbal spring rates as specified by Eq. (39), the condition known as tuning, cancels the
spring dynamic effect, and makes the rotor appear to be free of the gimbal case under off-null pickoff-
angle conditions, Hence, the rotor is effectively uncoupled from the gyro case without the use of special
pivots or flotation fluid as with the single-degree-of-freedom floated rate-integrating gyro. Note that
the rotor-case freedom effect can be seen directly from Eq. (37a) and (37b) if the error terms and com-
mand rates are equated to zero, Under these conditions the equations collapse to the simplified form

= -
GX X

. (40)
6. = =
¥ ¥
Hence, the pickoff angle becomes equal to the negative of the integral of the gyro-case motion, or
equivalently, the gyro rotor is fixed inertially with the pickoff angle providing a direct measure of the
gyro-case angular motion (i. e., the gyro acts as an ideal two-degree-of-freedom attitude sensor).

In strapdown applications the pickoff angle is maintained near null through closed-loop torquing, with the
torquer command signals thereby becoming measures of input rate (in the integral sense). Such a
scheme is illustrated by the analytical block diagram in Figure 10 which is a schematic representation
of Eq. (37a), (37b), and (38) with Eq. (39).

If Eq. (37a), (38), and Figure 10 for the tuned-rotor gyro are compared with Eq, (8), (9}, and
Figure 3 for the single-degree-of-freedom floated rate-integrating gyro, it will be apparent that the two
gyros contain similar dynamic error terms (¥y, ¥z, 6y misalignment coupling, wy and 0y angular acceler=-
ation effects, wy wy anisoinertia, and wy Owy motor dynamics). In addition, the tuned-rotor gyro contains
the cross-coupling rate term (6,), torquer cross-coupling effects (Bx,), gimbal damping effects (Cy + CB)'
and the residual spring torque terms due to off-nominal tuning(the ( + AKg) effect with nominal gyro
spin speed and the effect of Swy spin-speed error with nominal spring constants)). It should also be
apparent that the torque loops for the tuned rotor are dynamically more complex (due to two-axis cross=~
coupling) and undamped (the C6 term for the floated gyro is not present in the tuned rotor). Hence, addi-
tional compensation electronics are required in the Figure 10 command electronies to achieve wide=
bandwidth stable performance. In other respects, mechanization approaches for the torque loops are as
described previously for torque-to-balance instruments in general.

The scale-factor-error model for the tuned-rotor gyro operating in the strapdown mode is given by
Eq. (41) and is entirely equivalent to that for the floated rate-integrating gyro [Eq. (10)].
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The bias errors for the tuned-rotor gyro (wB and wp ) can modeled (25, 26) as
x
W, =B, +B.a_ +B,a +B_ a a_ +n
By, 0, 17x 27y 3%z X (42)
wg = Ba +Bla.y--.'Bze;.x+}33z-x.yaa.z+ny
y y
where
a, ay, a, = accelerations of the gyro along the x,y, and z nominal gyro axes,

Note that the acceleration-sensitive bias coefficients in Eq. (42) are identical between axes (because
they are caused by rotor-assembly effects which are common to X, ¥ channel outputs). A comparison
between Eq. (42) and Eq. (11) (for the floated gyro) shows that the bias-error equations are of the same
form, Sources of By bias error for the tuned-rotor gyro are stray internally generated magnetic fields
that interact with the rotor-mounted torquer magnet, and torque-loop/pulse-electronics bias errors
(for binary torque loops or analog torque loops with follow-up analog- to~digital conversion, see Section 4).
The effects of off-nominal tuning and gimbal damping in Eq. (37a) and (37b) are usually included as part
of the Bg bias error (in conjunction with pickoff- angle offsets caused, for example, by spinmotor-shaft
misalignments or signal-generator/pickoff bias). Additional, but unlikely By bias errors for the tuned-
rotor gyro are caused by acceleration inputs at spin frequency along the spin axis rectifying radial mass=
unbalance effects in the rotor assembly (relative to the center of torsional support for the rotor assembly),
acceleration inputs at twice spin frequency normal to the spin axis rectifying gimbal mass-unbalance along
the spin axis, and rectification of twice spin-speed angular-rate inputs to the gyro due to alternating
inertial/spring reaction loads of the rotor-gimbal assembly relative to the motor shaft. (25, 26) The
latter effect is predictable by the expressions used to develop Eq. (37a) and (37b) (neglected in the final
Eq. (37a) and (37b) forms presented).

The By g-sensitive coefficient is caused by mass-unbalance of the rotor assembly along the spin axis, and
the By coefficient, by geometrical imperfections in the torsional elements. (25, 27) TheB3 coefficient is
the anisoelastic effect for the gyro caused by unequal compliance of the rotor assembly along theX, Y, Z
directions. The n noise terms are stochastic errors that have relatively short correlation times (caused,
for example, by spinmotor-shaft orientation changes due to ball bearing preload variations and resulting
error torques created by off-nominal tuning).

As with the floated gyro, several errors in the tuned-rotor gyro are inherent in the basic instrument
design (bandwidth limitation, anisoinertia, and angular acceleration sensitivity). The remaining errors
are caused by imperfections in the gyro manufacture, many of which are predictable over long time
intervals, System-level software compensation can be utilized to remove the predictable error effects
within the bandwidth limitations of the uncompensated sensor-output signals (the signals utilized to com~
pensate the dynamic-error effects).

5.2 Performance and Application Areas

The strapdown version of the tuned-rotor gyro has been developed for applications requiring perfor-
mance in, or close to, the 1-nmi/hr category (refer to Table 1). Applications receiving the greatest
attention have been for transport aircraft as a navigation system that also (and in some cases, primarily)
provides high-guality outputs for flight-control-system use (Schuler-tuned attitude, inertially derived
heading, body rates and accelerations, horizontal and vertical velocity) (8, 28). Enthusiasts for the
strapdown tuned=-rotor technology envision its ultimate utilization in higher-performance military aire
craft (29), The lower-performance application areas (such as for tactical missile midcourse guidance)
have not been pursued by tuned-rotor technologists, probably because of difficulties in competing with
the lower=-cost floated-gyro technologies that currently dominate this area. Some consideration is being
given to the utilization of tuned-rotor inertial strapdown systems for spacecraft booster guidance, a
small specialized area from a production standpoint, and one that has traditionally utilized high-quality
floated rate-integrating gyros for implementation.

Specific performance capabilities of the tuned-rotor gyro parallel those for the floated gyro, with
some notable exceptions, The tuned-rotor gyro was developed to eliminate some of the problems (in cost
and performance) associated with older floated rate-integrating gyro technology. Proponents of the tuned-
rotor technology point to its advantages compared to the floated gyro: fewer parts, two axes per gyro,
elimination of the need for the fluid suspension and associated error mechanisms, elimination of flex-
lead-error torques, elimination of spinmotor axial mass unbalance as an error source and associated
simplifications in spinmotor bearing design, and more predictable instrument warmup characteristies.
These advantages are partially offset by the addition of errors caused by imperfect rotor tuning, windage
torques and drift errors associated with dynamic viscous coupling of the off=null gimbal motion with the
surrounding gas; and rotor heating and motor bearing lubricant containment problems if a near vacuum
is held around the rotor to eliminate the latter gas-dynamic effects.

For the tuned-rotor gyro, bias instabilities can be overcome largely through increased angular
momentum [see Eq. (34)], with additional complexity in the torque loops due to the higher current levels
needed for angular momentum caging. Based on the 1-nmi/hr system-level performance obtained in
transport aircraft using strapdown tuned-rotor gyros with large angular momentum wheels, (4, 5) it can
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be assumed that the bias performance levels of Table 1 are achievable in benign flight environments

using temperature modeling for compensation (without thermal controls). In dynamic flight environments,
g-sensitive bias effects will degrade performance to some extent, Potential rectification errors that
contribute to bias in the floated gyro are also present in the tuned rotor. As such, the potential for

large bias error also exists for the tuned rotor in high linear- and angular-vibration environments (due

to anisoinertia, spinmotor dynamiecs, anisoelasticity, pickoff-angle dynamic error, and bandwidth limi-
tations for compensation).

Rate capability, bandwidth, and scale-factor accuracy for the strapdown tuned=-rotor gyro (a torque-
to-balance instrument) directly parallel that for the strapdown floated gyro with similar limitations (high
vibration and angular rates). Bandwidths of 75 Hz and scale-factor accuracies of 50 ppm (with thermal
modeling for compensation) have been achieved for tuned-rotor gyros at Boeing (30}, and Litton (31}
claims that bandwidths in excess of 85 percent of spin speed are achievable using new caging techniques,
For typical tuned-rotor spin rates, this translates into a bandwidth in the 50~ to 150-Hz area,

Alignment errors for tuned-rotor gyros are caused by pickoff null shift, torquer input-axis misalign-
ment, dynamic torque-rebalance servo error, and gyro=-system-mount misalignment, Due to the absence
of the gimbal pivot and spinmotor-axis misalignment errors associated with the floated gyro, 5-seconds-
of-arc alignment accuracy should be more easily achievable with the tuned-rotor gyro. As with the
floated gyro, random noise is not a major error source for the tuned-rotor gyro.

For systems using tuned=rotor gyros with large angular momentum wheels, calibration intervals of
greater than 6-months have been experienced for l-nmi/hr benign environment system applications. (4, 5)
Note, that if needed, the dual-speed spinmotor calibration technique developed for the floated gyro (see
Section 2) can also be used with the tuned rotor, if necessary, to reduce the frequency of removals for
system recalibration. Warmup times in the 2= to 5=-minute category (for spinmotor runup and thermal
stabilization) have been demonstrated by high=accuracy tuned-rotor gyros with thermal modeling for
error compensation, (4, 5)

6. ELECTROSTATIC GYRO

Of the three angular-momentum devices considered in this paper, the electrostatic gyro comes
closest to achieving the theoretically ideal suspension system. In the electrostatic gyro, a spherical
rotor is suspended in a vacuum by an electrostatic field generated by case-fixed electrodes; hence, there
is no physical contact with the rotor assembly. Pickoffs on the case sense the orientation of the case
relative to the rotor. Figure 11 illustrates the implementation concept.

Some mechanizations of the electrostatic-gyro pickoff (17) have used optical detectors that sense
scribe marks etched on the rotor. For such an approach, the rotor is a hollow shell, 1 to 2 inches in
diameter (see Figure 11), Alternatively, a small solid rotor (typically 1 centimeter in diameter) can be
used with a radially offset mass, (32) The resulting modulation in the suspension field (due to the mass
unbalance) is used to determine the relative case/rotor orientation. Each of these approaches is being
considered for gimbaled application, (32, 33,34) However, only the small solid rotor approach is being
considered today for strapdown application. (9,34)

The electrostatic gyro can be used only as an attitude gyro (there is no torque-to-balance concept for
the instrument); hence, in strapdown applications where large angular motion is commen, the accuracy of
the pickoff (which must sense the total attitude) is a key performance parameter. In this respect, the

o differs from the floated and tuned-rotor instruments that are operated in strapdown applications with
the pickoff-angle held near null.
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Figure 11. Electrostatic~-gyro configuration,
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One of the principal advantages of the electrostatic gyro compared to the other spinning-mass
instruments is the elimination of mechanical friction producing mechanisms (i. e., spinmotor bearings)
and associated reliability problems. A disadvantage for the electrostatic gyro from a reliability stand-
point is the potential damage to the rotor and case that can result during a momentary loss in gyro-rotor
suspension voltage while the rotor is spinning,

6.1 Analytical Description and Error Model

In one respect, the analytical model for the electrostatic gyro is much simplified compared to the
torque-to-balance strapdown gyros (tuned-rotor and floated rate-integrating gyros) due to the lack of
dynamic-error terms implicit in the design of the latter instruments. If the electrostatic gyro could be
manufactured perfectly with ideal materials, it would have no error effects, and its output would be a
true indication of the orientation of the gyro case relative to an inertially fixed rotor spin-axis (i.e., an
ideal two-degree-of-freedom attitude gyro). However, due to imperfections that must exist in any real
device, errors are present in the instrument that can be divided into two categories: bias errors, and
(for strapdown applications) attitude readout errors. In very general terms, these errors can be repre-
sented as

me = fx{ax, ay, a,, u, uy, uz)
wBy = fy(ax, a.y, a,, u, uy‘ uz)
uBz = f, (a, ay 2, Uy Uy u,)
(43)
6u, = g, (u, Uy u) Fy, U= Yy,

du_ = u, u, u)+ u_ - u
y T By (e Uy ) TV By Yy Yy
6u =g (u, u, uw)+y u -y u
z z ' x y oz v =z z 'y
where
wg - Up - Wg components of gyro bias rate (in case axes); the bias vector represents the pre-
z cessional rate of the rotor, and is normal to the rotor spin-axis
ax’ ay, az = three-axis acceleration components of the gyro case (in case axes)
u, u, u, = cosines of the angles between the rotor spin-axis and gyro-case axes (i. e., the
y attitude information sensed by the read-out detectors)

functional operators indicating a functional dependence of the bias numerical

fx(). £.0), £.0)
y values on the bracketed quantities

z

4] U, [i] uy‘ 5] u, = net attitude readout errors

functional operators associated with the gyro readout mechanism indicating a
functional dependence of the numerical values on the bracketed quantities

n

g, () g},( ), g,0)

Yy yy, Yy = misalignments of gyro-case axes from nominal gyro axes

Due principally to the full spherical attitude operating mode of the strapdown electrostatic gyro, the
bias and attitude readout error effects are complex functions of case-rotor orientation and accelerations
in three dimensions, The bias attitude sensitivity is caused by the different orientation of the gyro sus-
pension coils relative to the rotor and associated variations in the electrostatic suspension field (from
nominal) in the rotor cavity that produces a net moment on the spinning rotor. Acceleration-induced
bias-sensitivity effects are caused by the center of electrostatic suspension force on the rotor not coin-
ciding with the rotor center of mass, also a function of the orientation of the case relative to the rotor.
Attitude readout errors are caused by electronic instabilities and attitude nonlinearities in the pickoff
over the full spherical readout range.

The f () and g( ) elements in Eq. (43) are typically expressed as a set of compensation models that
analytically characterize the error phenomena as a function of sensed acceleration (ax, ay, az), rotor-

axis cosines (ux, u uz), and gyro parameters (e. g., rotor case-envelope, and suspension-servo

characteristics). (3) The gyro parameters in the models are the measurable quantities that characterize
each gyro for calibration purposes (i, e., calibration coefficients), The stability of the coefficients from
turn-on to turn-on, over temperature, vibration, and acceleration, as well as the complexity (number

of terms) in the error model utilized, ultimately determines the performance capabilities of the gyro
(and the complexity and frequency of calibration).
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6.2 Performance and Application Areas

The principal focus for strapdown electrostatic gyro application has been in the 1-nmi/hr naviga-
tion system area where its proponents point to the cost and reliability advantages it affords compared
to equivalent gimbaled INS technologies. However, because the electrostatic gyro is inherently an
attitude-sensing instrument, its utility in other strapdown application areas (28, 29, 35) is limited (com-
pared to the other strapdown gyros) due to its inability to also provide a rate-signal output, Deriving
rate analytically in the electrostatic-gyro system computer (a nontrivial function of the calculated rate
of change of the computed attitude data) provides a noisy signal (due to differentiated attitude pickoff
noise) that must be filtered for reasonable low-noise rate-output performance. The resulting dynamic
lag can introduce stability problems (in flight-control systems, for example) where the rate signal is
utilized.

For a specified case orientation relative to the rotor (as in gimbaled applications), and with accur-
ate thermal controls, electrostatic-gyro errors can be remarkably predictable and compensatible,
However, for strapdown applications where the case can be at arbitrary orientations relative to the
rotor, compensation is difficult. Due to the nonprecise mechanical nature and large size (relative to
the rotor) of the suspension coils, it is difficult to manufacture a gyro that has a fixed center of sus-
pension in the rotor cavity for all orientations of the rotor, case, and specific-force vector (hence, the
problem of complex three-dimensional modeling for bias calibration coefficients. (6,9). The calibra-
tion problem is further complicated by thermal expansion movement of the mechanical assemblies, and
associated variations in the error coefficients, To compensate for this effect, thermal modeling has
been used, but with limited success. Thermal control for the electrostatic gyro appears to be the only
accurate method for direct bias-error control in strapdown applications.

To overcome some of these difficulties, Autonetics, the principal proponent of the electrostatic
gyro for strapdown inertial navigation, has developed a turntable assembly for their MICRON strapdown
electrostatic-gyro system, on which the inertial sensors are mounted. The turntable is rotated at a
known rate relative to the system chassis, typically about the user vehicle yaw axis. The result is an
averaging of the case-correlated bias-error effects such that the overall navigation error is im-~
proved., The effect of case rotation is expected to eliminate the need for the frequent calibrations that
have accompanied the performance instabilities experienced in the past with the strapdown electrostatic

gyro.

Reaction times for the electrostatic gyro have been a significant problem area in the past due to the
sensitivity of gyro performance to temperature effects, and the difficulty in spinning up the gyros and
thermally stabilizing the system (with temperature controls) in a reasonable time period. (6) Recent
improvements in gyro design (for reduced thermal gradients) and the introduction of the turntable for
error averaging are expected to allow reasonable reaction times (less than 10 minutes at the system
level) for new strapdown electrostatic-gyro systems.

An important advantage for the electrostatic gyro in maneuvering applications is that direct attitude
readout is provided and is, therefore, not subject to the unbounded computational attitude-error-buildup
effects associated with rate-sensing strapdown gyros where attitude is calculated in the system com-
puter (through a rate-integration process that also integrates the effects of rate-gyro scale factor error,
misalignment cross-coupling, pulse-output quantization uncertainty, and finite bandwidth*). As a result,
the alignment (and pickoff) accuracy requirements for the electrostatic gyro are somewhat relaxed
compared to the other strapdown gyros because the associated attitude error over short maneuver times
(relative to the Schuler period) is bounded (i. e., equals the bias on the gyro attitude-output signal).

For the strapdown solid-rotor electrostatic gyro, wide-angle readout accuracies of 18 seconds of
arc have been achieved in the past (9, 34). This performance is somewhat marginal in high velocity-
accuracy applications. However, it is reasonable to assume that improvements will be made such that the
10-second-of-arc goal in Table 1 is achieved in future production units. The alignment accuracy for
the instrument is determined by the stability of the gyro-system mount, which should be well within
Table 1 requirements.

The bandwidth and rate-gyro scale-factor accuracy requirements in Table 1 are not applicable to
the electrostatic gyro. Random noise for the instrument is not a significant error source,

7. RING LASER GYRO

Unlike the gyros that utilize rotating mass for angular-measurement reference, the laser-gyro
operating principal is based on the relativistic properties of light. The device has no moving parts;
hence, it has the potential for extremely high reliability, References 36 and 37 describe this unique
instrument, its mechanization approach, and performance characteristics.

Figure 12 depicts the basic operating elements in a laser gyro: a closed optical cavity containing
two beams of correlated (single-frequency) light. The beams travel continuously between the reflecting
surface of the cavity in a closed optical-path; one beam travels in the clockwise direction, the other in
the counterclockwise direction, each occupying the same physical space in the cavity. The light beams
are generated from the lasing action of a helium-neon gas discharge within the optical cavity. The re-
flecting surfaces are dielectric mirrors designed to selectively reflect the frequency associated with the
particular helium-neon transition being used.

=e‘".[‘he extent to which these error-effects accumulate in the rate-gyro strapdown-system computer is
determined by the user vehicle angular-rate (and vibration) profile.
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Figure 12, Laser-gyro operating elements,

To understand the operation of the laser gyro, consider the effect of cavity rotation on an observer
rotating with the cavity. Relative to the observer, it takes longer for a wave of light to traverse the
distance around the optical path in the direction of rotation than in the direction opposite to the rotation,
Due to the constancy of the speed of light, this effect is interpreted by the observer as a lengthening of
the net optical path length in the direction of rotation, and a shortening of the path length in the opposite
direction. Because a fixed integral number of light waves must exist around the path at any instant of
time (the beams are continuous, closing on themselves), the path-length shift must also be accompanied
by a frequency shift in the opposite sense. The frequency difference between the two beams thereby
becomes a measure of rotation rate.

The frequency difference is measured in the laser gyro by allowing a small percentage of the laser
radiation to escape through one of the mirrors (Figure 12). A prism is typically used to reflect one of
the beams such that it crosses the other in almost the same direction at a small angle (wedge angle).
Due to the finite width of the beams, the effect of the wedge angle is to generate an optical fringe pattern
in the readout zone. When the frequencies between the two laser beams are equal (under zero rate con-
ditions), the fringes are stationary relative to the observer. When the frequencies of the two beams are
different (under rotational rates), the fringe pattern moves relative to the observer at a rate and direc-
tion proportional to the frequency difference (i. e., proportional to the angular rate). More importantly,
the passage of each fringe indicates that the integrated frequency difference (integrated input rate) has
changed by a specified increment. Hence, each fringe passage is a direct indication of an incremental
integrated rate movement, the exact form of the output needed for a rate-gyro strapdown navigation
system,

Digital integrated-rate-increment pulses are generated from the laser gyro from the outputs of two
photodiodes mounted in the fringe area and spaced 90 degrees apart (in fringe space). As the fringes
pass by the diodes, sinusoidal output signals are generated, with each cycle of a sine wave correspond-
ing to the movement of one fringe over the diodes. By observing which diode output is leading the other
(by 90 degrees), the direction of rotation is determined. Simple digital-pulse triggering and direction
logic operating on the photodiode outputs convert the sinusoidal signals to digital pulses for computer
input.

The pulse size (quantization) for the laser gyro depends on the wavelength of the laser beam and the
path length between the mirrors, For a typical triangular-optical-path laser gyro with 0. 63 micron
wavelength and pathlength between mirrors (each leg of the triangle) of 4, 2 inches, the pulse size is 2
seconds of arc, *

* This pulse sizing assumes pulse triggering at the positive-going zero-crossing of one of the photodiode
outputs. A factor of four finer pulse size is attainable if required by triggering output pulses at the
positive- and negative-going zero crossings from both photodiode output signals, The penalty is a pro-
portional decrease in maximum rate capability (or increased readout electronics complexity for in-
creased bandwidth to maintain the same rate capability).
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7.1 General Design Considerations

7.1.1 Construttion -- The accuracy of the laser gyro depends on the manner in which the laser beams
are affected by the influences of the lasing cavity. A key requirement in this regard is that the average
of the path lengths around the lasing triangle for the clockwise and counterclockwise beams be constant
and equal to the value for peak average lasing power. The peak-laser-power condition corresponds to
the laser frequency being centered at the peak of the helium-neon gas-discharge Doppler gain curve. (38)
Many of the error parameters in the laser gyro are stationary for small variations in gyro operation
about the center of the Doppler gain curve. (37)

To achieve a high degree of path-length stability, the laser-gyro optical cavity is typically con-
structed of ceramic-vitreous (Cervit) material, which has an extremely low coefficient of thermal ex-
pansion, Figure 13 illustrates a typical laser-gyro mechanization concept. A Cervit structure is used
to contain the helium-neon gas, with the lasing mirrors and electrodes forming the seals. High voltage
(typically 1500 volts) applied across the electrodes (one cathode and two anodes) ionizes the helium-neon
gas mixture, thereby providing the required laser pumping action. High-quality optical seals must be
used in the Figure 13 configuration to avoid introducing contaminants into the helium-neon mixture,
thereby degrading performance and ultimately limiting lifetime, Alternatively, a gain tube that contains
the helium-gas can be inserted in the cavity, with optical windows {Brewster windows) provided for laser
beam entry and exit (39), The advantage of the gain-tube approach is that the beam-cavity seal require-
ment (particularly for the mirrors) can be relaxed, since the helium-neon is no longer in contact with
the mirror seals. The disadvantage is the addition of seals for the gain tube (Brewster window seals),
and the introduction of acceleration and thermally sensitive gyro bias uncertainties due to differential
phase shifts and energy losses (between the two laser beams) generated from birefringent (40) and
anisotropic optical effects in the Brewster window optics,
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Figure 13, Laser-gyro block assembly.

Figure 14 illustrates the interface between a typical laser-gyro block assembly and the gyro elec-
tronics. A piezoelectric transducer mounted on one of the mirror substrates is typically used to control
the path length of the cavity (Figures 13 and 14). The control signal for the transducer is proportional
to the deviation from the peak of the average power in the laser beams; hence, the control loop is de-
signed to maintain a path length that produces peak average lasing power. The average beam power is
measured by a photodiode mounted on one of the mirrors that senses a small percentage of the radiation
from both the clockwise and counterclockwise beams.

Flow phenomena in the laser gyro (e.g., Langmuir flow) can cause bias shifts due to differential
changes in the index of refraction of light along the forward and reverse beam-paths. (37,41) To reduce
the possibility of net circular-flow phenomena in the gyro, circuitry is typically provided to maintain a
constant balance between the net current flows in each of the two ionization paths (see Figure 14).
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Figure 14, Laser-gyro electronic elements.

7.1.2 Packaging -- Figure 15 illustrates a typical laser gyro packaging concept. The electronics to
control the laser and to provide readout pulses are mounted with the laser block in a single box. The
high-voltage supply is included for gyro operations (regulated low-level voltages are gyro inputs). The
box is hermetically sealed to avoid problems associated with high-voltage arcing at high altitudes.

Figure 15, Honeywell GG1300 laser gyro.

Alternative packaging approaches incorporate three laser cavities in a single block of Cervit (e. g.,
Figure 16 or References 42 and 43). The advantage of the latter integrated concept is precise alignment-
stability between gyro axes, and small size due to the ability to interweave the laser triangles. Dis-
advantages are the inability to replace a single gyro for maintenance actions, and difficulties in im-
plementing mechanical dither for lock-in compensation.
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Figure 16, Honeywell GG1330 laser triad rate gyro,

7.1.3 Lock=-in -- The phenomenon of lock-in has historically been a most prominent error source in
the laser gyro and the most difficult to handle. The means for compensating lock-in has been the princi-
pal factor determining the configuration and performance of laser gyros from different manufacturers.

The phenomenon of laser-gyro lock-in arises because of imperfections in the lasing cavity, principal-
ly the mirrors, that produce backscattering from one laser beam into the other. (44) The resulting
coupling action tends to pull the frequencies of the two beams together at low rates producing a scale-
factor error. For rates below a threshold known as the lock-in rate, the two beams lock together at the
same frequency producing no output (i. e., a dead~-zone), Figure 17 illustrates the effect of lock-in on
the output of the laser gyro as a function of steady input rate*,

The magnitude of the lock-in effect depends primarily on the quality of the mirrors. In general,
lock-in rates on the order of 0. 01 to 0. 1 degree-per-second are the lowest levels achievable with today's
laser gyro technology (with 0. 63-micron laser wavelength). Compared with 0. 01-degree-per-hour
navigation requirements, this is a serious error source that must be overcome.

A straight-forward and effective approach for overcoming lock-in is mechanically dithering the
laser block at high frequency through a stiff dither flexure suspension built into the gyro assembly. The
spoked wheel-like structure in Figure 15 is a rotary spring. One spring on each side of the laser block
suspends it from the center post. Piezoelectric transducers on one of the springs provide the dither-
motor drive mechanism (Figure 14) to vibrate the lasing block at its resonant frequency about the input
axis through a small angle but at high rates. The dither rate amplitude and acceleration are designed
so that the dwell time in the lock-in zone is short such that lock-in will never develop. The resultis a
gyro that has continuous resolution over the complete rate range. The residual effect of lock-in is a
negligible scale factor nonlinearity due to the averaging of the gyro input rate across the lock-in region
(37), and a small random error in the gyro output (random rate noise) that is introduced each time the
block passes through lock-in (at twice the dither frequency).

![Figure 17 illustrates the effect of lock-in under steady-state conditions (i. e., under relatively constant
input rates). Lock-in is actually a nonlinear dynamic characteristic whose response is dependent on
both the amplitude and frequency content of the gyro input rate. (37)
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Figure 17. Laser gyro lock=-in.

By mounting the readout reflector prism on tie gyro case and the readout photodiodes on the block
(Figure 13), a simple mechanism can be provided to remove the dither signal from the gyro output. If
the gyro center of rotation is selected properly, the translation of the dither beam across the prism
causes a fringe motion at the detector that identically cancels the dither rate sensed by the block. The
result is an output signal that accurately measures the rotation of the gyro case, free from the dither
oscillation. Alternatively, the readout-prism can be mounted with the readout-diodes directly on the
gyro block, with a digital filter used to eliminate the unwanted dither motion from the gyro output. The
penalty is the bandwidth limitation associated with the digital filter dynamic response.

7.1.4 Other Methods for Lock-in Compensation -- The original alternative to mechanical dither was
the use of a Faraday cell within the laser cavity (37). A Faraday cell contains a magnetically active
optical material whose index-of-refraction to circularly-polarized light can be altered by an applied
magnetic field. Since laser gyros operate with plane-polarized laser beams, quarter wave plates must
be included in the Faraday-cell to circularly polarize the light entering, and plane-polarize the light
leaving the cell. By applying a magnetic field across the Faraday cell, a differential index-of-
refraction shift is created between the clockwise and counterclockwise laser beams, producing a differ-
ential change in the optical path length between the two beams. A frequency difference or bias is there-
by generated between the two beams with amplitude and phase determined by the amplitude and phase of
the applied magnetic field, Typical Faraday-cell mechanizations have incorporated ac-coupled square-
wave magnetic control-fields to washout bias errors associated with control-electronics offsets. The
resulting bias, having known magnitude and phase is then easily removed from the gyro pulse-output
circuitry by digital subtraction.

An alternate to the Faraday-cell approach is the magnetic-mirror concept (based on the transverse
Kerr effect) in which a magnetically sensitive inner coating (e, g., iron) is applied to one of the laser
mirrors., (39,45) By applying a magnetic field to the mirror transverse to the laser beam, a differential
phase shift is introduced between the reflected clockwise and counterclockwise beams which appears as a
differential path-length change around the cavity. The result is a bias imposed on the gyro output that is
controllable by the applied magnetic field. Bias uncertainties can be compensated through use of an alter-
nating biasing technique (such as the square-wave approach utilized with the Faraday cell), Additionally,
the magnetic mirror can be operated in a saturated bias state to eliminate bias error susceptibility to
stray magnetic fields, a problem with the Faraday cell which has generally required magnetic shielding
around the gyro to minimize magnetically induced error effects.

An advantage for the Faraday-cell or magnetic-mirror concepts is the ability to develop lock-in
bias compensation electrically without a mechanical dither flexure reguirement for each gyro. Asa
result, high packaging densities are achievable through multi-gyro integration (e. g., Figure 16).
Another advantage arises because of the ability to generate a square-wave dithered bias that has a low
frequency and a rapid traversal rate through lock-in (i.e., short dwell time in the lock-in zone for each
traversal, and few traversals per unit of time). Thus, lower random noise is generated from this poten-
tial error source (as contrasted with mechanically dithered units where, due to the inertial/spring phys-
ical characteristics of the gyro block/dither assembly, high traversal rates through lock-in to reduce
random error each dither cycle tend to be accompanied by high dither frequencies, hence many random
errors per unit time -- see subsection 7. 1. 3).
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The principal difficulty with the Faraday-cell has been the introduction of thermally and accelera-
tion-sensitive bias errors into the gyro through unpredictable birefringent and anisotropic effects in
the Faraday cell. The latter error can be decreased by reducing the length of the Faraday cell (and
its associated biasing capability), Reduction of bias capability, however, generates scale-factor non-
linearities due to the inability to keep the average rate into the gyro well outside of the lock-in region.

Little has been published on the error mechanisms associated with magnetic mirrors. Reference
45 indicates that magnetic mirrors designed for a large lock-in biasing capability also introduce large
losses into the lasing cavity due to their accompanying low reflectivity. The loss effect is diluted as
bias amplitude capability is reduced. Since higher gain and an accompanying degradation in gyro per-
formance stability (see subsection 7. 1. 5) are required to overcome added cavity losses, this suggests
that a tradeoff exists in the design of magnetic mirrors between increased gyro scale-factor non-
linearities (for low-bias-amplitude mirrors, hence less effective lock-in compensation) versus de-
creased gyro stability (for high-bias-amplitude mirrors). It also suggests that magnetic-mirror tech-
nology may be difficult to apply in 0. 63-micron lasers (a higher accuracy gyro configuration compared
to the 1, 15-micron wavelength units but with lower available gain to overcome cavity losses; see sub-
section 7.1.5). Except for experimental models, laser gyros incorporating magnetic mirrors to date
have only utilized the 1, 15-micron transition, and have been implemented with lower amplitude lock-in
biasing capabilities compared with mechanically dithered instruments. (39, 46)

Another approach for overcoming lock-in has been the multioscillator or differential laser gyro
(DILAG) concept. (45,47,48,49) This method also incorporates a Faraday bias cell, but in & manner
that tends to cancel the effects of bias shift generated by the intrusion of the cell into the laser cavity.
A polarizing crystal is used within the cavity to create two pairs of counter-rotating beams, each pair
oppositely polarized from the other. Hence, two laser gyros are created in the same cavity, each being
separable through use of a polaroid filter on the output. The effect of the opposite polarization between
the two laser sets is to make each respond in the opposite sense to the applied Faraday bias, Hence,
one gyro output becomes biased in the opposite direction from the other. Summing the two signals
doubles the sensed rate signal and theoretically cancels the Faraday bias from the output, including the
deleterious effects of bias uncertainties. As a result, high amplitudes of Faraday bias can be used,
providing adequate capability for compensating lock-in. In addition, the need to use alternating bias is
eliminated due to the cancellation of bias offset uncertainties at the gyro output.

The accuracy of the DILAG approach hinges on the degree to which error effects in the gyro pairs
are equal and opposite, Little has been published in this regard in the open literature. One possible
source of noncancelling bias error in the DILAG is anisotropic and birefringent effects in the polarizing
crystal, Reference 50 suggests that the effect of off-nominal cavity tuning (i. e., operation off the
center of the Doppler gain curve) can have a significant contribution to noncancelling bias errors in the
DILAG, Because of the polarizing crystal and Faraday cell in the laser cavity, higher losses are pre-
sent in the DILAG which must be compensated by higher gain. Decreased accuracy can thereby result
(see subsection 7. 1. 5).

7.1.5 Laser Gyro Operating Wavelength -- Laser gyros have been designed for operation with 0, 63-
micron (visible red) or 1. 15-micron (infrared) laser wavelengths. In general, the tradeoff between the
two wavelength configurations has been higher accuracy but a more sophisticated design and manufac-
turing technology for the visible lasers, versus lower performance but simpler design and manufactur-
ing methods for the infrared units.

From a performance standpoint, laser gyro lock-in, bias and scale-factor errors are generally
lower for the 0, 63-micron instruments. Lock-in is proportional to the operating wavelength squared
(44), hence, other factors being equal, is a factor-of-four smaller for the 0. 63-micron gyro. Laser
gyro readout detectors (typically silicon) have a higher amplitude response to the 0. 63-micron com-
pared to the 1, 15-micron wavelength, hence higher gains are generally required in 1. 15-micron lasers
for adequate output signal strength. Since laser gyro scale-factor error increases with laser gain
(37, 44, 51) decreased scale-factor accuracy results. Langmuir flow also increases with increasing
gyro gain (41), thus lower gyro bias stability is generally characteristic of 1. 15-micron laser-gyro
configurations.

Laser gain increases with increasing wavelength (38), hence higher gains are typically achievable
with 1. 15-micron units and cavity losses are more easily overcome (or conversely, cavity loss design
and manufacturing requirements can be relaxed). For the 0. 63-micron laser gyro, cavity design and
manufacturing processes must be carefully controlled to assure that losses are stable and less than the
available gain, From a mirror technology standpoint, the 1. 15-micron laser dielectric mirror is
typically simpler to design and manufacture, due to the lower sensitivity of its transmissibility character-
istic with material parameter variations. The 0. 63-micron mirror technology on the other hand can
have significant transmissibility variations with parameter changes. Consequently 0, 63-micron mirror
materials must be more stable to maintain constant gain/loss characteristics in the laser cavity for
repeatable gyro performance.

7.1.6 Size Versus Performance -- General scaling laws for laser gyros vary, depending upon gyro
configuration and analytical error theory assumptions. Honeywell's experience with mechanically
dithered units has been that lock-in and bias uncertainty vary inversely between the square and cube of
the gyro path length, and scale-factor uncertainty varies inversely as the path length, (37, 51) Thus,
laser gyro performance is heavily influenced by gyro size with the larger units being the most accurate.

7.2 Analytical Description and Error Model

Because the laser gyro is based on optical rather than inertial mass principles, the device has no
acceleration-sensitive bias errors that corrupt its accuracy. Theoretically (without instrument imper-
fections), the laser gyro is an ideal single-degree-of-freedom incremental rate-integrating sensor.
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The analytical model for the laser gyro parallels that for the single-degree-of-freedom floated gyro
(see Eq.(8), (10}, and (11))with errors associated with mass properties removed

wourpuT = (1) g +y, vy =Yy w,) +ug

y
e = e+ flu D) +glw) (44)
wp = Bo + ny + n2
where
YOUTPUT gyro-output signal
W, = gyro-input rate

= gyro scale-factor error
wp = gyro bias error

YoV, © misalignments of the gyro lasing plane relative to the nominal gyro

y input axis
wy' w, = angular rotation rates of the gyro case normal to the input axis
€y = ""fixed" scale-factor error
f(]uxi) = symmetrical (relative to positive and negative input rates) linearity
error
g(mx) = generalized linearity error (containing symmetrical and asymmetrical
components)
B, = "fixed" bias error
n, = random bias error with unbounded integral value
ny, = random bias error with bounded integral value

It should be noted that the analytical model defined by Eg. (44) represents the net effective input/ output
relation for the laser gyro with control loops and lock-in compensation implemented. Analytical models
for the "open-loop' gyro are available in the literature that define the dynamic characteristics of the
lock-in effect (37, 44). In general, however, these models are valuable principally for gyro design;

they are not useful for system-error-analysis purposes.

The "fixed" scale-factor-error coefficient (ep) in Eq. (44) is caused principally by gain/loss varia-
tions in the laser cavity, laser path-length deviations from nominal due to manufacturing tolerances
and, depending on design adequacy, residual thermal effects (anomalies in the path-length control loops
in compensating residual thermal expansion of the Cervit laser cavity). The symmetrical scale-factor-
error term (f(h.)xl)) is the residual effect of lock-in for laser gyros employing mechanical dither for
compensation, (87) The g(wy) term is the residual effect of lock-in for gyros incorporating non-
mechanical lock-in compensation. In general, the magnitude of the scale-factor linearity error for a
given input rate is proportional to the degree to which the biased gyro input is removed from the lock-
in region (on the average) divided by input rate being sensed (i. e., the linearity error is measured as a
fraction of input rate). The width of the lock-in region is proportional to lock-in rate, thus, low scale-
factor linearity error is achieved with a high ratio of applied bias to lock-in rate.

The B, fixed-bias term in the laser gyro is caused by circulating flow phenomena in the lasing
cavity that cause differential optical path-length variations between the clockwise and counterclockwise
laser beams (37, 41), forward-scattering effects caused by laser cavity interference with the laser (e. g.,
beam interractions with imperfect mirror surfaces) that produce differential phase shifts between the
laser beams, and residual errors introduced by the lock-in compensation device. The latter effect is
peculiar to laser gyros using nonmechanical lock-in compensation techniques.

The n; error is a white- or colored white-noise effect generated within the lasing cavity. A classi-
cal cause, in the case of mechanically-dithered laser gyros, is a random-angle error introduced each
time the gyro input rate is cycled through the lock-in zone (twice each dither cycle). For laser gyros
utilizing nonmechanical lock-in compensation, the nj random noise term is present, but its source is
not as well understood. In general, n; is caused by random instabilities in the bias-producing mecha-
nisms in the lasing cavity. The n; error is typically measured in terms of the root-mean-square value
of its integral over a specified time period (that is long compared to the n; noise-process correlation-
time). As with classical zero-mean random-noise processes, the average magnitude of the square of
the integral of ny builds linearly with time; hence, the root-mean-square value builds as the square-
root of time. The performance figure for ny is typically expressed in degrees-per-square-root-of-
hour (deg/vhr, see Table 1).

The n. bounded-noise term (on an integral basis) is caused by scale-factor errors in the mechanism
used to eh%ninate lock-in compensation bias from the output of laser gyros employing alternating bias.
For mechanically dithered gyros with an off-block readout-prism mount for passive-mechanical bias
removal (see subsection 7. 1. 3), ng is caused by an off-nominal center-of ~dither rotation. For
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mechanically dithered gyros with block-mounted readout prism, ng is caused by anomalies or design
limitations in the dynamic filter used for dither rate attenuation. For either mechanical dither com-
pensation figuration, the ny effect is measured in terms of the root-mean-square value of its in-

tegral (i.e., seconds-of-arc), and is usually considered as a part of the gyro-output-pulse quantization
uncertainty for error analysis purposes. For laser gyros employing alternating electro-optical bias
for lock-in compensation, ng is caused by scale factor uncertainties in the applied electro-optical bias,
hence, errors introduced in digitally subtracting an equivalent bias rate from the gyro pulse-output.
For error analysis purposes, the effect can be modeled as a saw-tooth waveform with amplitude ex-
pressed in seconds of arc and period equal to the alternating bias period.

In general, the By, €5, ¥y, ¥z terms in Eq. (44) are measurable and predictable to a large extent
for purposes of compensation.” The stability of the measured error effects (over time and temperature)
is heavily influenced by the gyro-mechanization approach utilized, particularly with regard to lock-in
compensation. The remaining errors in Eq. (44) are generally unpredictable (in a practical sense) and
controllable only through gyro design and manufacturing practices established to satisfy application
requirements.

7.3 Performance and Application Areas

Because of its high rate capability that is independent of bias accuracy, performance insensitivity
to acceleration, rugged construction, and inherently high reliability (due to the absence of moving parts),
proposed utilization areas for the laser gyro have spanned the spectrum from benign to rugged environ-
mental applications with low- to high-accuracy performance requirements. The versatility of the instru-
ment is one of its principal attributes due to the potential for large-volume production with associated
reductions in cost and increases in reliability that accompany large-scale production programs.

Performance figures compatible with 1-nmi/hr inertial navigator requirements (see Table 1) have
been demonstrated with mechanically dithered triangular laser gyros with 0. 63-micron wavelength and
5. 7-inch size (each triangle leg) by gyro laboratory testing and system flight testing. (3, 7, 10, 52, 53)
These performance capabilities have been achieved without thermal controls, through thermal and vibra-
tion exposures, from turn-on to turn-on, and over several years without calibration. The warm-up time
for these instruments (as for all laser gyros) is negligible; full gyro operation is attained at the instant
of turn-on including full performance capabilities compatible with Table 1 high accuracy requirements for
the newer technology configurations., (10) Limited data under high-g sled tests have confirmed the pre-
dicted g-insensitivity of the device (54).

Performance capabilities of laser gyros utilizing nonmechanical bias for lock-in compensation have
been more compatible with the lower accuracy (e. g., AHRS) applications (see Table 1). Laser gyros
designed with magnetic-mirror technology using the 1. 15-micron transition for AHRS-accuracy appli-
cations have readily achieved performance levels in the Table 1 AHRS category. (39,42,43, 46, 55)
Laser gyros designed around the DILAG concept have utilized the 0. 63-micron transition and have had
performance goals compatible with the 1-nmi/hr INS requirements in Table 1. The limited test data
available on the DILAG, however, suggest that further development is needed before the concept can be
seriously considered for 1-nmi/hr applications (56). The additional complexity in implementing the
concept (i, e., four mirrors, polarizing crystal, dual-gyro electronics and readout) (47) would appear to
make the DILAG unattractive for the lower accuracy AHRS-class applications where its demonstrated
performance level is acceptable.

Random noise for the laser gyro is one of its important error sources in 1-nmi/hr inertial naviga-
tion applications that must be overcome to achieve fast reaction times. High random noise extends the
time for system-heading determination to filter the earth-rate signal from the gyro noise in establishing
initial heading. (10) The 0. 003-deg/\/hr figure in Table 1 is consistent with fast reaction times desired
in advanced aircraft. Random noise for mechanically dithered laser gyros is principally a function of
mirror quality and manufacturer experience., The technology level at Honeywell with a 0. 63-micron
wavelength transition is routinely achieving random-noise coefficients in the 0, 002~ to 0, 008-deg/vhr
range. With the benefits of learning as laser gyro technology phases into production, 0.003-deg r
should become standard performance.

Rate capabilities for laser gyros are inherently high, limited only by the noise/bandwidth character-
istics of the readout electronics, Requirements in Table 1 are easily achieved with today's technology.
The scale-factor accuracy of the 0. 63-micron gyro is exceptionally high (10), meeting the Table-1
higher accuracy 5-ppm performance figure, The high rate and scale-factor accuracy capabilities of the
laser gyro are principal reasons that the device is well suited for high-accuracy use in high-dynamic
rate environments, an application area where torque-to-balance gyros have limited utility (due to scale-
factor-accuracy limitations).

Sensor alignment accuracy for the laser gyro is determined by the structural stability of the
mechanical interface between the lasing plane and the sensor mount. Notably absent is the misalignment
caused by torque-loop servodynamic error (present with the torque-to-balance instruments) and the
effect of pickoff null movement (present with all rotating mass gyros). Alignment accuracy capabilities
of 5 seconds-of-arc (commensurate with Table 1 INS requirements) are readily achievable with mechan-
ically dithered laser gyros. In the case of the nonmechanically-dithered gyro, utilization of the inte-
grated multiple-gyro packaging design (e. g., Figure 16) provides exceptional alignment stability be-
tween gyro input axes for applications requiring high alignment accuracy in severe dynamic environ-
ments. (57, 58)

The deficiency of today's mechanically dithered laser gyro is its size. The GG1300 (Figure 15),
the largest laser gyro produced by Honeywell, and which has demonstrated the highest performance
levels thus far achieved with laser-gyro technology, has a 5. 7-inch path length (each side of the lasing
triangle) and is 115 cubic inches in volume. The newer-technology GG1342 laser gyro currently in
development at Honeywell for 1-nmi/hr INS applications, has a 4, 2-inch path length, and outside
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dimensions of 6.8 by 5.8 by 2.1 inches (or 84 cubic inches in volume), Comparable figures for the
alternate high-accuracy strapdown momentum-wheel gyros are generally half the volume of the GG1342
(including electronics). For lower accuracy applications where nonmechanically dithered performance
is adequate, the laser-gyro size disadvantage can be eliminated through integrated multiple-gyro

packaging.

8. PENDULOUS ACCELEROMETER

Accelerometers utilized to date in strapdown attitude reference and navigation applications have
almost exclusively been of the pendulous torque-to-balance design. (18) A typical pendulous accelerom-
eter is shown in Figure 18. The unit consists of a hinged pendulum assembly, a moving-coil signal-
generator/pickoff that senses angular movement of the pendulum from a nominally null position, and a
permanent-magnet torque-generator that enables the pendulum to be torqued by electrical input. The
torquer magnet is fixed to the accelerometer case, and the coil assembly is mounted to the pendulum,
Delicate flex leads provide electrical access to the coil across the pendulum/case hinge junction.
Electronics are included for pickoff readout and for generating current to the torquer.

TORQUER MAGNET
BIAS ADJUSTMENT

£ | EXPANSION
- "S- || " BELLOWS
/4 1 J
' a ' ' FLEX LEAD
! ! | |7 TERMINAL
II§ : \

\

TORQUER COIL

SIGNAL GENERATOR
PRIMARY

PENADULUM HINGE

XIS AXIS
INPUT

AXIS
HEATER AND SENSOR
SIGNAL GENERATOR
SECONDARY
PENDULUM

Figure 18, Honeywell GG177 fluid=damped pendulous accelerometer,

The device is operated in the caged mode by applying electrical current to the torquer at the proper
magnitude and phasing to maintain the pickoff at null. Under these conditions, the electrically generated
torque on the pendulum balances the dynamic torque generated by input acceleration normal to the pen-
dulum plane. Hence, the electrical current through the torquer becomes proportional to the input accel-
eration, and is the output signal for the device.

8.1 General Design Considerations

Mechanization approaches for the pendulous accelerometer vary between manufacturers, but gener-
ally fall into two categories: fluid filled and dry units, Fluid-filled devices utilize a viscous fluid in the
cavity between the pendulum and case for damping and partial flotation. The dry units use dry air,
nitrogen, or electromagnetic damping.

Utilization of the fluid-filled approach generally simplifies the pendulum design due to the natural
damping of pendulum resonances afforded by the fluid, the ability to achieve a given pendulosity with a
larger pendulum assembly (due to the partial fluid flotation) with associated reductions in manufacturing
toerlances, and the ease in achieving good damping in the torque-to-balance loop. The disadvantage of
the fluid-filled concept is the addition of the fluid with its unique design and manufacturing problems
(bellows assembly for fluid expansion, seals for the case and portions of the pendulum assembly, and
filling the unit without introducing bubbles that deteriorate performance). The advantage of the dry
accelerometer design is the elimination of the problems associated with the fluid. The disadvantage is
a more exacting pendulum design (for a given level of performance) to achieve damping without fluid, and
to enable device manufacture with generally tighter dimensional tolerances due to the direct transfer of
pendulum manufacturing errors to device performance (i, e., without the attenuating effect of partial
flotation afforded in the fluid-filled device).
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The hinge element for the pendulous accelerometer is a flexible member that is stiff normal to
the hinge line to maintain mechanical stability of the hinge axis relative to the case under dynamic load-
ing, but flexible about the hinge line to minimize unpredictable spring restraint torques that cannot be
distinguished from acceleration inputs, Materials selected for the hinge are chosen for low mechanical
hysteresis to minimize unpredictable spring-torque errors. To minimize hysteresis effects, the hinge
dimensions are selected to assure that hinge stresses under dynamic inputs and pendulum movement
are well below the yield-stress for the hinge material.

Beryllium-copper has been a commonly used pendulum-hinge material due to its high ratio of yield-
stress to Young's modulus (i, e., the ability to provide large flexures without exceeding material yield-
stress). A popular low-cost design approach for dry accelerometers has utilized fused quartz for both
the hinge and pendulum by etching the complete assembly from a single-piece quartz substrate (see
Figure 19)., Performance capabilities of the quartz-flexure hinge design have been limited, however,
due to the relatively large flexure thickness (hence, spring effect) needed to avoid hinge-fracture under
shock and dynamic loads, and the associated bias error that develops due to pickoff null movement
(principally a function of temperature).
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Figure 19. Quartz-flexure pendulum/hinge concept.

8.2 Analytical Description and Error Model

Consider the pendulum assembly for the pendulous accelerometer and define a coordinate frame for
it with X normal to the plane of the pendulum, Y along the hinge axis, and Z along the pendulum axis
(see Figure 20). A point B is defined on the hinge axis in the plane of symmetry of the pendulum, and
length LG is defined from B to the pendulum center of mass. Case-fixed coordinate axes are also
defined to be nominally parallel to the pendulum axes except for small angular displacement 6 of the
pendulum relative to the case about the hinge axis (i.e., the angle sensed by the accelerometer pickoff).
A reference point A is defined as fixed to case axes and lying on a line from point B through the pendu-
lum center of mass when 8 = 0. An equation can now be derived for the accelerometer output in terms
of the acceleration of the reference point A,

First group the forces on the pendulum into four categories

Fp = FytEp+Fp+ ¥, : (45)
where
Fp = netforce on the pendulum
Fy = reaction force at the hinge
F, = damping force (proportional to 6) provided by a damping mechanism designed
into the instrument (e. g., electromagnetic)
F.. = force provided by the torque-generator
F, o= residual error forces created by instrument imperfections

The associated net moment applied to the pendulum about an axis parallel to the hinge axis (y) and through
the pendulum center-of-mass is
MYP = E'(LCGXE“)""ES'FMD*’ET*'Me]'Py (486)
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where

My = Net y-axis moment on the pendulum about the center=-of-mass
P

Mg, o= Spring torque about the hinge axis associated with the pendulum
suspension mechanism

ok . '

Mp,Mp, M, = moments about the center of mass associated with Fp, 'y, and Ee

leg distance vector with magnitude 4cG from point B to the pendulum
center-of-mass

Ey = unit vector parallel to the hinge axis (y)

The form of the moment term associated with Fyy in Eq, (46) is the simple cross-product relation indi-
cated about the hinge axis because ¢ intersects the hinge line. Consequently, only the components
of Fyy along the hinge line and normal to the pendulum can have a moment about the center-of-mass and
along %Z Since the moment arm for each of these Fpy components is the same (1cg), the composite
force véctor Fyy can be used in total without regard to the individual moment arms for the separate Fu
hinge force components,

X

CASE FIXED
Y
HINGE LINE

L

A CENTER OF MASS

2 — PENDULUM
CASE z
FIXED

NOTE: X, Y, Z ARE FIXED TO PENDULUM

Figure 20. Pendulous-accelerometer coordinate frame definition.

With Eq. (45) for EH‘ Eq. (46) becomes

* #
My, = (- (teg x Fp) + Mg + (Mp + 20 x Fp) + (Mp + Lo x Frp)
B .
(M +2ogxFl v = [ - (teg xFp) + Mg + M) (47)
+ Mp+ Me] -
where
Mp, MM, = composite error moment terms in brackets [ 1in Eq. (47
My = net y-axis moment on the pendulum about the center-of-mass
P
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The vector components in Eq. (47) are defined in pendulum axes as

P
EP = =
0
tecg=| ©
gele!

M= Mg
with -
M s =~ Ké
Mp = -C#o
where
K = pendulum spring-torque spring-constant
C = pendulum angular motion (6) damping coefficient
My = pendulum torque provided by the torque-generator
M, = neterror torque on the pendulum about the hinge axis

Substitution in Eq, (47) provides the equivalent scalar form for the net y-axis moment on the pendulum
about the center-of-mass

M,YP = _FxP{'CG -CoH -Ko+ MT + Me (48)

The x-force and y-moment momentum-transfer relations for the pendulum are now introduced for
the M}r and Fx terms in Eq, (48) :

P P
F = ma
*p *ca
- © )
MyP J)r (w}F 9) + (Jx JZ) W, (49)
where
m = pendulum mass
J ., T, Jz = pendulum moments of inertia about the pendulum center-of-mass along
Yy axes parallel to the pendulum x,y, and z axes
a = acceleration of the pendulum center-of-mass parallel to the pendulum
CG  x-axis
W wy’ w, = inertial angular rate components of accelerometer case parallel to

pendulum x, y, and z axes
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The a term in Eq. (49) can be related to the x-axis acceleration of reference point A (see

X

Figure 20}.%?rst define w as the angular velocity of the pendulum relative to inertial (nonrotating) space,
wc as the inertial rotation rate of the accelerometer case, and wp as the rotation rate of the pendulum
relative to the case (due to rotation about the hinge axis). The acceleration of the pendulum center of
mass can be equated to the acceleration of point B on the hinge axis (see Figure 20) plus centripetal and
angular acceleration effects

acg = 2ptuxicog tex(extcg (50)
with

W= Wetup (51)
and where

acg acceleration of the pendulum center of mass
ag = acceleration of point B on the accelerometer hinge axis

A similar expression can be written for the acceleration of point A on the accelerometer case
a, = §B+ycx§A+9Cx(gqu§A) (52)

where
a, = acceleration of the case-fixed accelerometer reference point A
1, = distance vector with magnitude 4, from point B to point A
An equation for acq in terms of a4 is obtained by combining Eq. (50) to (52)
8cg = 8p -9 Xdp - 9c X (g xy) *log +bp) X g
(53)
+ (e +wp) x [wg +wp) x 2]

The x-axis component of Eq. (53) in pendulum axes is the desired relationship between ay~q in Eq. (49)
and ay, (the x-axis acceleration of the reference point A on the accelerometer case). The vector
quantities in Eq. (53) are defined in terms of their X,Y, and Z components in pendulum axes as

£
(=TT =]

(=T =]

Substituting in Eq. (53), neglecting 6 w compared to w terms, and evaluating for the x-axis components
yields the desired relationship between a and a
*cG XA

A (g ~ta)w, - (Ly =2 w, + Lo 6 54)
axCG X (ty CG}wy Ly =t ¥x V2 *tea (

Equations (48), (49), and (54) in combination define the dynamic response relation for the pendulous
accelerometer, Before combining, revised nomenclature and the effect of accelerometer misalignments
are introduced.
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The pendulosity (@) of the accelerometer is defined as the product of the pendulum mass with the
distance from the hinge axis to the pendulum center-of-mass

Q = m e, (55)

The torque-generator torque is defined in terms of an equivalent command-acceleration with a
scale-factor error; and the error torque is equated to an acceleration bias defined as the torque-
generator command-acceleration needed to nullify the effect of the error torque on the pendulum

Mp = T+o92

(56)
M = -

where

&t

2

torque-generator command-acceleration

accelerometer bias

The case angular rate components in pendulum axes (wy, Wy, Wz) can be related to acceleration com-
ponents along nominal accelerometer axes. The pendulum’is misaligned from the accelerometer case
by the pickoff angle (6) and the accelerometer case may be misaligned from the nominal accelerometer
axes, hence

3, - At Tpin - OmtOvp
we = W typuy - lygtOup

(57)
Wy = P T Y Yp - Yp Yy

w, = wp tlyg +O) v -y vy
where
I,H,P = nominal accelerometer axes (I = input; H = hinge; P = pendulum; see Figure 18)

With Eq, (55) to (57), Eq.(48), (49), and (54) can be combined to yield the input/ output equation for the
pendulous accelerometer. Upon combination, rearrangement, and neglecting higher order terms,
the result is

J
aT=(1+g)[al+yPaH-(-yH+e)aP_{4:A_;CG__QL)NH
(58)
(M+L - ) J+a, +1(J, 6 +Co+K0)
T q A " *ca’ Y1Yp B ' @“Wu

where

J.. = moment of inertia of the pendulum about the hinge axis (i.e., Jy = J)|r +m L(23G}

H

Since 14 (the distance to the acceleration measurement reference point) was arbitrarily defined, it can
be selected to simplify the error model. A convenient selection nulls the wy effect in Eq, (58)

J _
th = tegtd (59)

It should be recognized that this selection corresponds to the center of percussion for the pendulum
assembly, With Eq. (59), Eq.(58) becomes the final dynamic model form given below:

aqn = (1 +¢) [aI+yPaH— ('yH+9)a.P
( (60)
J +J -J) . .
—z—é—’—:wlup] +aB+le (Jy 0 +C6 +K6)

Equation (60) with (59) defines the input/output characteristic for the pendulous accelerometer. In
operational usage, the accelerometer is operated in closed-loop fashion such that the command-
acceleration (aq) torquer input is used to maintain the pickoff angle at null, Eq.(59) and (60) are illus-
trated with this concept in block diagram form in Figure 21. Figure 21 shows that the accelerometer
output ap is proportional to the input aj (plus error terms) with a bandwidth characteristic determined
by the form of the torque-loop mechanization. Implementations commonly utilized for the accelerom-
eter torque-loop electronics are the digital-rebalance pulse-on-demand concept, and the analog-
rebalance followup-digitizer approach (see Section 4. ).
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Error-input terms in Figure 21 for the pendulous accelerometer include the accelerometer
mechanical misalignment errors (¥ and yp), spring-restraint (K) bias and misalignment error due to
off-null pickoff angle 8 (caused by pickoff—-cﬁ:tector null bias and torque-loop dynamic effects), aniso-
inertia angular-input error (J, + Jy - Jx), torquer scale-factor error (¢), and bias error ag. Of these,
the anisoinertia, spring restraint, “and pickoff misalignment effects (due to torque-loop bandwidth
limitations) are intrinsic to the basic instrument design; the remaining errors are caused by imperfec-
tions in the instrument manufacture compared to the ideal design configuration,

A key error source in the pendulous accelerometer is the K 6 spring effect in Figure 21. If a sig-
nificant spring constant K is generated as a result of the pendulum suspension design, care must be
taken to assure that the null (under zero input) is stable. Otherwise, large error-torque variations will
be generated that cannot be compensated. Variations in 8 are caused by pickoff-detector null move-
ment (mechanical movement and electrical bias shifts) and the resulting closed-loop torquing of the
pendulum to an offset 6 angle position,

The accelerometer-bias term is composed of several contributing factors; a typical error model
is given by

ag = Cu+C +Cyajap+n (61)
where
CO = g-insensitive bias error
C1 = bias error generated by vibration inputs (linear and angular) that is
unmodelable for purposes of compensation
C, = anisoelastic error coefficient caused by unequal compliance (relative to

the pivots) in the accelerometer pendulum assembly under g-loading along
the pendulum and input axes

n = stochastic random-bias error caused by randomly varying instabilities in
the accelerometer assembly

A typical cause for the Cq g-insensitive bias error is pickoff offset (e. g., caused by pickoff electrical
null shift) in conjunction with residual spring torques in the pivots about the hinge line (caused by flex-
leads for example). The equivalent error associated with the pivot spring and hysteresis effects in
Figure 21 is usually included as part of the Cy coefficient. The C; term has been included to account
for the fluid dynamic or gas dynamic effects that are present in accelerometers utilizing fluid or gas
(between the pendulum and case) for damping. The inertial and viscous properties of the fluid (or gas)
as it interacts with the pendulum have been neglected in the development of Eq. (60) (and Figure 21).

The scale-factor error for the pendulous accelerometer includes linearity error effects and is
typically modeled as

a
- I 2
e = gyte T_fa[ +ey 8 tegayg (62)

The terms in Eq. (62) directly parallel those for the floated-gyro scale-factor-error model (Eq. (10))
discussed previously.

Compensation for the pendulous accelerometer is designed to remove the predictable error terms
from the output by measuring their values and using them in the system computer for sensor-output
correction. The stability of the measured coefficients over time, temperature, vibration, input profile,
and from turn-on to turn-on ultimately determines the device accuracy (and required calibration
interval).

8.3 Performance and Application Areas

Both fluid-filled and dry versions of the pendulous accelerometer have been utilized in strapdown
applications where performance in the Table 1 1-nmi/hr INS category has been required. One of the
original strapdown applications for the device was in the velocity cut-off switch for several spacecraft
launch vehicles (e, g., a dry unit was utilized on the original Agena upper-stage booster, and a fluid-
filled unit was incorporated in the original Delta upper-stage vehicle), Fluid-filled versions are now
in use on the advanced Agena and Delta inertial guidance systems, Fluid-filled units have recently
demonstrated adequate performance in 1-nmi/hr long-term terrestrial cruise strapdown INS develop-
mental flight tests (3,4, 5) in moderate vibration environments without heaters utilizing temperature to
compensate for thermally sensitive errors (principally scale-factor error and pickoff null instability).
An advanced development model strapdown laser-gyro INS has recently been designed for general
1-nmi/hr application utilizing a fluid-filled accelerometer and has initiated developmental testing, (7)

Lower performance strapdown systems (e.g., tactical missile systems) in recent years have al-
most exclusively utilized the dry quartz-flexure design due to its low-cost benefits. Performance
capabilities of the device in these applications have generally been compatible with Table 1 (AHRS)
requirements without using heaters for temperature control. Use of the dry design in the higher per-
formance areas has been limited, and has generally required heaters to stabilize performance; e. g.,
ATIGS. (7,54) Temperature measurements can be used to compensate for predictable performance
variations, However, for the dry quartz-flexure unit, the bias temperature-variations (e. g., pickoff
null movement and flex-lead error-torques) have been too large to be accurately calibratable by
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temperature measurements alone, hence temperature control has been required to achieve high accur-
acy (with an accompanying reaction time penalty for warmup, and a cost penalty for temperature
controls).

In severe vibrations (possibly amplified by sensor-assembly mounting-structure resonances)
rectification of the anisoinertia, and particularly the pickoff-angle cross-coupling error, can produce
bias deviations in the pendulous accelerometer (see Figure 21), The latter effect (also known as vibro-
pendulous error), is produced by torque-loop dynamic error under high-frequency acceleration inputs
(I), and the resulting cross-coupling of P-axis acceleration into the sensor output (i, e., a g-squared
error effect), For I- and P-axis acceleration components at the same frequency, a rectification is
possible, depending on the relative phasing of the acceleration components. Worst-case vibropendulous
error occurs for acceleration vibration-vector inputs normal to the hinge line, and 45 degrees from the
input axis, The magnitude of the vibropendulous effect depends on the bandwidth of the accelerometer
loop relative to the vibration frequencies encountered. Bandwidths in the 100- to 300-Hz region are
representative of fluid-filled accelerometers, which is generally \Eide enough to maintain the vibro-
pendulous effect at a tolerable level for most applications (10 pg/g® for typical military vibration pro-
files including the input-vibration frequency-attenuation effect typically afforded by the strapdown sen-
sor assembly mount), For the dry accelerometer configuration,vibropendulous effects have generally
not been as much of a concern because loop bandwidths have been typically wider (e. g. - 800 Hz).

With regard to bandwidth effects, it should be noted that a disadvantage for the pendulous accelerom-
eter in some applications is the need for wide bandwidth to reduce vibropendulous error. This limits
the ability of the accelerometer pendulum to filter out high-amplitude vibration inputs that may be pre-
sent on the input signal. As a result, current levels for the torque loop and associated digitizing elec-
tronics (see Section 4,) may be higher and more difficult to handle accurately.

9. CONCLUDING REMARKS

Several sensors are available today that generally meet strapdown system performance require-
ments, each with advantages and limitations, depending on the area of application. The uvltimate selec-
tion of a sensor to meet particular requirements can be made only through a careful tradeoff evaluation
that assesses reliability, maintainability, cost, size, weight, and power factors, as well as performance.
One of the principal tradeoffs in the selection of a strapdown gyro are the potential advantages projected
for the newer-technology instruments not yet in production (i. e,, the electrostatic and laser gyros)
versus the known capabilities and limitations of established production-gyro technology (i.e., the
floated rate-integrating and tuned-rotor gyros), For the strapdown accelerometer, tradeoff selection
alternatives will remain limited until new innovations are developed specifically for strapdown applica-
tion that overcome the limitations in existing pendulous accelerometers originally designed for gimbaled
application.
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NAV SEMINAR - LECTURE 1 NOTES

CORIOLIS EQUATION

In several of the developments to follow, the Coriolis equation is utilized to relate rates of
change of a vector’s components as viewed in two coordinate frames rotating relative to
one another. The Coriolis equation can be derived by considering an arbitrary vector N and
its derivative in two coordinate frames, A and B. Frames A and B can be considered to
have the same point of origin, but to be rotating relative to one another (B with respect to

A) at angular velocity waB.
We begin the development by defining a triad of orthogonal unit vectors fixed in coordinate
frame B as ux, uy, and uz. Vector N can be decomposed into three components along
each of these unit vectors as:

N = Nx ux + Ny uy + Nz uz

where

Nx, Ny, Nz = Scalar quantities representing the projections of N along ux, uy,
and uy respectively.

We now take the derivative of N as defined above as viewed in coordinate frame A:

d d d d
—N|] =[|—N ux +|—N uy +|— N u
(dt )A (dt X AJ v A*Y dt Z)Al
d d d (D
+NX ui +NY g +NZ£
A dt /a dt Ja

Because the Nx, Ny, Nz quantities are scalars, their rates of change are equivalent in
coordinate frames A or B. Hence,

dNx

dt

dNy
dt

dN7z

? = Nz (2)

= NX :NY

A

A A

where

() = The time derivative of the scalar quantity.

The rates of change of the unit vector terms in Equation (1) (viewed in the A frame) can be
defined by reference to the following figure.
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The figure defines one of the unit vectors in question (u; with i = X, Y or Z) and the
angular rotation vector map defining the rotational rate of B relative to A. The angle

between the two vectors is ¢ and the perpendicular distance from u; to WAR is sin ¢. Since
y; is a unit vector (constant amplitude) fixed to Frame B, it rotates with B relative to A at

WAB so that its rate of change (as viewed from Frame A) is perpendicular to u; and ®waB
with magnitude equal to /wag/sin ¢ (see figure). Mathematically, the rate of change is
equivalent to the cross-product between uj and waB, hence:

duj

= WAB X Uj
dt /A -

Substitution (with (2)) in (1) yields:

(ddlj)A NXUJ(+NYEY+NZUJ+N)((9AB Xuj()-'-NY(QABXHY)'FNZ(QABXUJ)

Nx ux + Ny uy + Nz uz + 0ap x N
Because u is fixed in the B frame, the equivalent to (3) in the B Frame is:

dN) = NXUJ("‘NYHY"‘NZEZ
dt /g

Equation (3) thjereby reduces to:

dN

dt Ja

+ AR X N
it waB X N 4)

B

dN)
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Equation (4) is the general Coriolis equation that relates rates of change of an arbitrary
vector N as viewed in coordinate frames A and B of similar origin but rotating relative to

one another at ®aog. This equation will now be used to derive the differential equation
generally used to compute velocity in terrestrial cruise inertial navigation systems.
VELOCITY EQUATION

To derive the differential equation for determining velocity in terrestrial cruise inertial
navigation systems, three coordinate frames are utilized:

I = The inertial frame, defined to be non-rotating.

E = The earth frame, defined to be fixed to the earth, hence rotating at earth’s rate.
L

The local level frame, defined to have two of its axes parallel to the earth’s
surface beneath the vehicle. The third axis is parallel to the local vertical at
the vehicle position.

We now define the velocity of interest in navigating relative to the earth as the rate of
change of position as viewed in earth fixed (E) coordinates:

v =\
dt /g
where:
v = The velocity vector of interest.
R = The position vector to the vehicle (from earth’s center).

The components of v along local level (L) coordinates are of interest since these define the
horizontal and vertical components of velocity. It would be convenient if a differential
equation for v could be developed in L-frame coordinates so that its integral would directly

equal v . Specifically, we seek an expression for dt

L.

As will be apparent subsequently, such an expression is a function of the vehicle
acceleration sensed by on-board accelerometers. Through Newton’s law, accelerometers
sense rates of change of velocity in non-rotating inertial space. Hence, we might presume
that the relationship we seek for the local level frame velocity rate involves rates of change
of vectors in I-frame coordinates.

Using Coriolis Equation (4), the L-Frame derivative of v can be related to the rate of
change of v as viewed in the I-frame through:
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(dV “oxv 5)

dt

_ (dv
L \dth]

where:

® = The rotation rate of the local vertical frame relative to the inertial frame. Itis
generated by vehicle motion over the earth, and earth’s angular rate.

d
The (d:) term in (5) can be developed by first defining v in terms of the rate of change of
1

R as viewed in the I-frame. Again, using Coriolis,

vV =

dR)
E

dR (dR
dt

dt)I - QxR (©6)

where:

€ = The rotation rate of the E frame relative to I (i.e., - earth’s rotation rate
vector).

Differentiating Equation (6) in the I-frame, and noting that £ is constant in inertial space,
hence, its derivative is zero, yields:

dv (dZR) (dR)
=l = |22 - 9 X |[—=
defi  \ae? )y dt /1
. dR . e dv . .
Solving for dt from Equation (6) and substituting in the latter m equation obtains:
I I
dv| _ [d°R d°R
)= S0 -ex(v+exR) =[] -@xv-Qx(@xR)
dii  \de? ) de )i

We can now substitute the latter expression into Equation (5):

dv

dv| _ (&R
dt

5 —QX(QXB)—(Q+(D)XV
dt

L bl el ety

I

2

R o . . .
The ) term above represents the total inertial acceleration of the vehicle and is equal to
I

dt?
the sum of the local gravity vector (g) and the specific force acceleration vector (gsf) sensed
by accelerometers:
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dtT = g+asf
Hence:
‘g; as+g-x(QxR)-(Q+0)xv %)

We now observe that for a vehicle at rest relative to the earth, v and the rate of change of v
in the local level frame is zero. Under these conditions, Equation (7) reduces to:

an+§-9><(9><3) =0

or

ag = - g-Qx(QxR)
We also note that a plumb bob suspended in the vehicle at rest will be directed along the
accelerometer sensed line of force. For this reason, the term in brackets in the latter
expression is referred to as plumb bob gravity. Because it is a function only of position, it
can be mapped and programmed into the system computer as a function of position. With
this definition for gravity, Equation (7) assumes the final form:

dv
dt

- r+g-(Q+o)xy )

£

where g' is plumb bob gravity defined by:

g =g-Qx(QxR) (8A)

Equation (8) is continuously integrated in the inertial navigation computer in L-Frame
coordinates to evaluate v.

The components of the asr term in Equation (8) represent accelerations that would be
sensed by accelerometers with input axes directed along locally level navigation axes. In
gimbaled inertial navigation systems, a gyro stabilized mechanical platform is instrumented
and controlled to remain locally level and aligned with navigation axes. Accelerometers
mounted on this platform provide the agrf components directly. In strapdown systems
where the accelerometers are mounted along vehicle axes, the components of agf must be
calculated analytically from the accelerometer measurements using computed attitude data
that defines the orientation of the orthogonal accelerometer axes (body axes) relative to
local level navigation axes. The details of the strapdown computations will be discussed in
a subsequent lecture.

The ® angular rate vector in (8) represents the total inertial rotation rate of the local level
navigation frame relative to inertial space. This parameter is used not only in Equation (8),
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but also to maintain the level orientation of the navigation coordinate frame used for the agf
accelerometer reference. In the case of gimbaled systems, ® is used as a rotation rate
command to the gyro stabilized platform on which the accelerometers are mounted. In this
way the platform is controlled to rotate at @, hence remain locally level. In the case of
strapdown systems, ® is used in conjunction with strapdown gyro signals to calculate the

orientation of the strapdown accelerometer axes (vehicle axes) relative to local level
navigation coordinates.

The ® vector used in Equation (8) and in maintaining the level orientation of the navigation
reference is calculated in the system computer as the sum of the angular rate of the local

level frame relative to the earth (p) plus the rotation rate of the earth relative to inertial space
(L):

©=Q+p ©)

The € earth rate vector in (9) is calculated as a function of computed vehicle position (i.e.,
the horizontal and vertical components depend on latitude). The horizontal components of

p in (9) are calculated from vehicle horizontal velocity (horizontal components of v

determined by integrating Equation (8)). The vertical component of p is selected to
simplify the position integration (to be discussed in a subsequent lecture).

The components of plumb-bob gravity (g”) in Equation (8) are calculated in the system
computer in local level navigation coordinates as a function of position. This computation
is simplified by noting that by good fortune, plumb bob vertical (the direction of g°) is also
perpendicular to the earth’s surface (within a few arc seconds). Hence, for a locally level
navigation frame with vertical defined as perpendicular to the local earth surface, the
horizontal components of g” can be accurately approximated by zero; i.e., not calculated.
Such a vertical defined as being normal to the earth surface is called a geodetic vertical. A
vertical defined as lying along a line to the center of the earth is a geocentric vertical.
Because of earth’s oblateness, geocentric and geodetic verticals at the same point on the
earth surface can deviate by as much as 3 milliradians (depending on position location).
Geodetic vertical is typically instrumented in inertial navigation systems for the navigation
frame reference to simplify the gravity computation (as discussed above), and as will be
discussed subsequently, to also simplify the computation of latitude.
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NAV SEMINAR - LECTURE 2 NOTES

INTEGRATION OF VERTICAL VELOCITY EQUATION

Integration of the vertical (z) component of Equation (8) generates the vertical velocity
component v,. Altitude can be obtained from v, by first defining an altitude vector (h) as
the distance along a perpendicular from the earth surface to the actual position:

h =hu =R-Rg
where

h = altitude.

u = Unit vector along the local vertical, perpendicular to the local earth surface.
R = Position vector from earth’s center to the local earth surface position.

Altitude rate can be obtained by applying Coriolis Equation (4) to rates of change of h as
viewed in the earth and local level frames:

k[
de i dt

-p Xh where

E
P = The angular rate of the L-frame relative to the E-Frame.
Substituting for h,
dh) = hu-h(¥ = (dh) ~h(p xu)
dt )., dt)p, \dt/g -

Because u is along the local vertical and L is a locally vertical coordinate frame, u is
constant in the L-Frame, and its rate of change in the L-Frame is zero. With this
substitution, taking the dot product of the above expression with u yields:

= . @ = . dig -u- dBS
dt/jg — \dt)g — \dt g
or, with the definition for v:
dRg
h =uev-ur-
- T \dt g

Because u is locally perpendicular to the earth surface, the rate of change of Rg has no
component along u. Hence, the dot product of the Rg derivative with u in the latter
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expression is zero. The vertical component of v is v, therefore, the final expression for
altitude rate is simply:

h = v,

dv

A direct integration of the z component of dt) (from (8)) to obtain v,, and integration of
L

v, to obtain h, has a divergence characteristic to instrument and gravity modeling error due
to the decrease in the magnitude of g~ (see Equation (8)) with altitude. As a result, an
acceleration measurement error (in agf in Equation (8)), say in the upward direction, creates
an erroneous v, and h, also upward. The g~ term, which is calculated in the navigation
computer as a function of altitude, is thereby, reduced. From Equation (8), this further
increases the error in v, upward. The situation progressively worsens as the resulting
altitude error grows with an unbounded exponential divergence.

For short term flights (e.g., 5 minutes or less), the divergence characteristic of the vertical

channel is not pronounced, and h can be obtained as a double integration of vz. For long
duration (e.g., greater than 10 minutes) flights, however, the altitude divergence is generally
unacceptable, and means must be incorporated to attenuate the unbounded altitude error
growth. This is accomplished through use of a blending filter which slaves the z-channel
computed altitude to an external measurement of altitude (typically a barometric altimeter).
The following figure illustrates the concept.

—— Vv, (altitude rate)

: + + +
vz (z-component — g - jdt | Jdt B> h (altitude)
of Eq. 8) - - -
Ci &)

+Y
Jdt -4 . ®<— baro-altitude

nominally zero (for perfect sensors)

integral compensation (trim for accelerometer bias in v;)

From the figure, the inertially derived altitude is compared with the baro altitude to derive
an error signal which is fed back to the altitude and altitude rate integrators. The integrators
are, thereby, servoed to maintain the altitude error signal near zero (on the average),
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thereby, preventing altitude divergence. The filter gains are low enough to prevent
amplifying noise from the baro signal, and high enough to attenuate inertial sensor errors

present on Vz. Integral compensation is included in the error feedback path to prevent

build-up of an altitude offset in the servo loop due to accelerometer (hence, \}z) bias.

Note, that under ideal conditions, {/z and the baro altitude signal are error free, and no error
is generated in the feedback path. Thus, under these conditions, the feedback path, in

effect, is disengaged, and the altitude is derived as the ideal double integration of vy.
Hence, the feedback loops only operate under error conditions. As a result, the blending
filter displays the wide bandwidth performance of the inertially derived signal (double

integration of v z), the stable altitude characteristic of the baro altimeter, and through proper
gain selection, attenuates the baro altimeter noise so that the final altitude output signal is a
smooth measure of vehicle altitude.

INTEGRATION OF HORIZONTAL VELOCITY CHANNEL EQUATIONS

The integration of the horizontal velocity components (X, Y) is accomplished with an
appropriate integration algorithm to calculate the position of the vehicle over the earth.
Because position over the earth is typically measured in units of angular rotation over the
earth’s surface, the horizontal velocity components are first converted to their equivalent
angular rate form to represent the angular rotation rate of the local vertical as the vehicle
travels over the earth. The angular rate components are then used as inputs to the position
integration algorithm. Note that the vehicle transport angular rate components used for

position integration are identically the horizontal components of p in Equation (9) of
Lecture 1.

The following figure is a sketch of the earth illustrating latitude and longitude position for a
particular vehicle location. Also shown in the sketch is the local level navigation coordinate
frame. From the figure, it should be apparent that the angular orientation of the Z-axis
(vertical) of the navigation frame relative to earth polar/equatorial coordinates is defined by
latitude and longitude. Conversely, if the angular orientation of the Z-axis relative to earth
coordinates is known, latitude and longitude can be determined. Thus, the calculation of
vehicle position can be performed by calculating the angular orientation of the Z-axis of the
navigation frame relative to the earth.
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The calculation of the angular orientation of Z relative to earth coordinates is performed in
an inertial navigation system as part of a general computation of the relative orientation
between earth fixed and local level navigation axes. The angular attitude of the local level
frame relative to earth fixed coordinates is typically defined in terms of the cosines of the
angles between the axes of the two frames (i.e., direction cosines). The rate of change of

these cosines is a function of the components of p discussed previously. A continuous

integration of the cosine rate equations generates the local level navigation frame attitude
relative to the earth, hence, the data from which latitude/longitude position can be
analytically extracted. Additionally, the position direction cosines provide the data used in
determining the azimuth (heading) orientation of the navigation axes relative to geographic
North. As we shall see in a subsequent lecture, the azimuth angle is required to calculate
velocity and heading data relative to North/East axes for system outputs. (Note that the
horizontal velocity components generated by integrating Equation (8) are along local level
navigation axes. Since the local level navigation frame is not necessarily aligned with
North/East axes, a mathematical operation is required to generate the geographic
North/East data from the navigation axis components.)

The position direction cosine rate equations can be derived by applying Coriolis Equation
(4) to a unit vector D; fixed to the earth along earth reference axes (along the Z polar axis or
X, Y equatorial axes of the earth, each designated in general as j):

_0_(dDj
R

Dy

+ p X D;
dt P L]

E L
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In the above equation, the rate of change of vector Dj has been equated to zero in earth
coordinates because it is by definition fixed to the earth. The latter equation is equivalently:

(@
dt

= - p XD;j (10)

L

The components of each Dj (j = 1, 2, or 3 for each earth frame axis) along local level (L)
navigation axes are the cosines of the angles between D; and navigation axes and are
denoted for each D; as:

dig doj d3j
di2 dxp d3p
dis do3 d33

The components of Equation (10) for j = 1 and 2 are given by:

dii = di2pz-dizpy
diz = di3px -di1 p;
di3 = di1 py-dia2px
dar = dpp,-do3py (11)
dp = da3px - d21 p;
d3 = day py - daapx

Equations (11) are integrated in the inertial navigation system computer to continuously
evaluate the dj; direction cosine elements. Inputs to Equations (11) are the components of

p.

As mentioned previously, the x, y horizontal components of p in Equation (11) are

calculated from computed vehicle horizontal velocity. The vertical component of p can be
arbitrarily selected to simplify the overall navigation equations. (Note that p,, the vertical
component of p, only rotates the horizontal axes of the navigation coordinate frame about
the vertical. The orientation of the vertical navigation frame axis relative to the earth is
unaffected by p,. Since vehicle position is determined only from the orientation of the

vertical navigation frame axis relative to the earth (see previous figure), p, is not an
inherent part of the position determination function, and can be selected based on other
criteria.)
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A logical choice for p, might be to rotate the navigation axes so as to maintain a parallel
alignment with earth North/East geographic axes. Such a navigation reference with X, Y
aligned North/East is denoted as a latitude/longitude or geographic local level navigation
coordinate frame. Velocity components calculated by integrating Equation (8) in local level
geographic navigation coordinates will automatically lie along North/East/Vertical axes, the
desired form for system output. Additionally, heading data defined by the azimuth
orientation of the vehicle axes relative to the navigation frame will be referenced to North,
another desirable feature for output. The geometry in the following figure demonstrates

that the required value of p, for a latitude/longitude navigation frame is given by:

p, = pNtan! (12)

Earth
polar 2

axis 7 1N N

A N

PN |
| PE
\E (East Into Paper)
[
Equatorial
plane

To maintain the E axis east in the previous figure, the precessional rate of the local level
frame must be such that the component of p normal to E is parallel to the earth polar axis.
Since it is only the component of p perpendicular to E that precesses E, this assures that
the angular precession of E will occur in a plane parallel to the equator. If the E axis is also
maintained horizontal by the horizontal components of p, the E axis will thereby be forced

to remain East. From the figure, the vector sum of the N and Z components of p define

the component of p perpendicular to E. For the vector sum to be parallel to the polar axis,
Equation (12) must be satisfied.

Equation (12) reveals that a singularity exists in the vertical component of p for a

latitude/longitude frame near the poles (I = +90°). Thus, use of such a system must be
restricted to travel away from the poles to avoid introducing large errors in the local vertical
navigation frame rotation rate, and hence, the attitude reference.
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If we arbitrarily set p, to zero, the implementation is denoted as a “wander azimuth”

configuration. If p, is set equal to - €, (i.e., ®, = 0, see Equation (9)) a “free azimuth”
implementation would result, so denoted from the gimbaled counter-part of not requiring
an inertial torquing rate for the azimuth gyro (letting it run free). For either the wander

azimuth or free azimuth approach, p, is finite by definition for all locations on the earth.
Since px and py are also finite (equal to the horizontal component of vehicle angular

motion over the earth), no singularities exist for p, and the local level navigation frame

precession rate is completely defined for all earth trajectories. The p singularity condition
associated with the latitude/longitude local level frame approach is, thereby, avoided.

For the wander azimuth implementation, the azimuth rotation rate of the navigation frame
relative to the earth is zero when the vehicle is stationary (p = 0). For this condition, the

azimuth angle between North and navigation level axes remains constant. Under vehicle
translational motion, the azimuth orientation of the navigation frame wanders from North,
hence the term “wander azimuth”. The azimuth angle between navigation axes and
North/East geographic axes is known as the “wander angle”.

With p, = 0, Equations (11) for the wander azimuth implementation assume the
simplified form:

dir = -dizpy

diz = dizpx

diz = di1py-diapx

dy1 = -daspy (13)
dp = da3px

d3 = doi py-daapyx

Note in Equations (13) that the position direction cosine rates are well behaved functions
(dji’s, being cosines of angles, never exceed 1 in magnitude, and, as discussed previously,

the components of py and py are always finite.) Thus, the d;; quantities can be calculated
from an integration of Equations (13) at all earth positions including the poles.

It should be noted at this point that a set of differential equations for latitude, longitude, and
wander angle can also be derived which when integrated yield latitude/longitude/wander
angle directly. Unfortunately, these equations suffer from a singularity condition at the
poles similar to the problem noted previously for the latitude/longitude local level
navigation frame implementation. Integration of these equations through a pole traversal
results in a lost longitude and azimuth reference that is irrecoverable. One of the reasons
for using direction cosines as the basic position reference parameters is to avoid
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singularities for all earth positions, thereby providing a complete global navigation
capability.

The next two lectures will discuss how latitude, longitude, and wander angle are extracted
from the integral of position direction cosine rate Equations (13), and how the d;i’s in
Equations (13) are initialized prior to engaging the integration function. Also to be

discussed are the calculations of px, py for Equations (9) and (13) from v and vy, the
expressions for the Q, Qy, €2, earth rate components in Equations (8) and (9) as functions
of the dji’s, the calculation of the gravity term in Equation (8) as a function of altitude (h)

and position (d;;), and the equations used for calculating North/East velocity components
from vy and vy using the wander angle data.
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NAV SEMINAR - LECTURE 3 NOTES

METHOD OF LEAST WORK FOR TREATING
EULER ROTATION OPERATIONS

For a vector A with components Ay, Ay, A in one coordinate frame, find the A

components in another frame (") rotated from the first by angle y about the Z axis (i.e., -
the Z axes of both frames are coincident):

7,7'
(Out of paper)

Given Ay, Ay, Az, find Ay”, Ay, A;". The solution is found by treating Ay, Ay, Az as
independent vectors, finding their components individually in (") coordinates, and
summing the results:

Ay = Axcos Y+ Aysiny
A, = Aycos y-Aysiny (14)
A = A,

This can be represented by the signal flow diagram:
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which is interpreted as:

Ax

sin

Ny
vl

A

Ax cos Y+ Ay sin

Ay cos - Ax sin

= A,

+ ,
cos Y —>®—> Ay
+
+
cos (X )— A,
v +® y

’

> A,

z

The horizontal lines between the crossed lines are treated as transmission paths with a gain
of cos Y. The crossed lines are treated as transmission paths with a gain of sin y. The dot

(.) indicates minus (-) sin . The straight path alone has unity gain. The Ax", Ay", Az are
derived from the top diagram by multiplying the A’s on the left by the gains along all paths

to the A’s on the right. The result is Equations (14).

A similar derivation for X-axis (¢) and Y axis (0) rotations yields:

Ax

¢

<

N/

/N

A

><-
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= Ay cosd+Aysingd

= Az cos ¢-Aysin ¢

= Ax cosH-A,sin 0
= Ay

= A, cosO+ Ay sin 0



A heading, pitch, roll Euler sequence, such as used for vehicle reference is given by:

v 3 0

Reference .
Coordinates Vehicle

(North/East/Down) / \ >< Coordinates

A vector A in the reference coordinate frame (x, y, z) has equivalent components in the
vehicle frame (x”, y’, z") equal to inputs at the left multiplied by all paths to the right. For
example, for the y” component:

Al

Ay = Ax (cos y sin O sin ¢ - sin Y cos q>)
+ Ay (sin Y sin O sin ¢ + cos ¥ cos q>)
+ Ay (cos 0 sin q>)

A similar set can be obtained for the Ax”, A,” components. It should be apparent that the
terms in brackets represent the cosines of the angles between the two frames (i.e., between
xandy’,yand y’, z and y’ respectively). These are more commonly referred to as the
direction cosines between the two coordinate frames. The above procedure allows one to
easily derive an analytical expression between any left and right axis (any particular
direction cosine) by tracing and summing all gains between the two points. Nine such
elements exist. This is truly the method of least work for obtaining these expressions.
Moreover, it is fun.

An interesting application of the technique is the determination of body rates (roll, pitch,
yaw: p, q, r) from Euler angle rates (d% é, \il). This is obtained by noting that p, g, r is the
net vector sum of each of the d), é, I|I effects acting simultaneously. By introducing each of
the ¢, é, \ll vectors into the diagram at points where their vector form is known, and then

tracing and summing to the right, p, g, r are determined. The ¢, 0, ¥ quantities are along
X, Y, Z respectively in the intermediate frames where their Euler angles are defined. Thus:
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¢

SO N
= N

and

p = 4)—\ilsin6
q = 0cos ¢+ ycos 0sin O
r = -0sin ¢+ ycos Ocos ¢

What could be simpler (or more fun)?

The diagram works in the inverse direction also, provided that the three outputs are
calculated at one coordinate frame position. The former diagram works (Ax, Ay, Az from

A7, Ay’, A;"). The latter diagram (¢, 0, ¥ from p, g, r) is not directly reversible without
some trickery (left as an exercise).

APPLICATION TO THE NAVIGATION PROBLEM

The angular relationship between the local level coordinate frame and the earth fixed

equatorial coordinate frame can be described by the Euler sequence: Y(+AL), X(-/), Z(+)
as illustrated by the diagram that follows and where:

AL = Longitude change since initiation of navigation.

) =  Current latitude.

o = The wander angle between north and the local level frame Y-axis.
Lo, = Initial longitude.

Iy = Initial latitude.
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Angle XL Local

Initialization Level
Point Frame
(Start of Nav)
Current
] Position
Prime
Reference : ' A
Meridian : Ground
Track
L Equator
0 AL Earth
Fixed
Frame
Using the Method of Least Work:
AL l o

Local
Earth Leval
Coords Azimuth
Wander

/\ >< Coordinates

Note, the dot (+) is inverted on the / because it is a minus X rotation.

We can now easily obtain a set of equations for the dji’s (direction cosines) between the
earth frame and local level frame in terms of AL, /, o.. These can then be equated to the d’s

(from the last lecture - Equations (13)), and the desired AL, /, o quantities calculated for
pilot display, etc. Using the “Method”:
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di1 = cos AL cos o - sin AL sin / sin o

dip = -cos AL sin o - sin AL sin / cos o

di3 = sin AL cos/ (15)
dr1 = cosl/sino

dy» = coslcoso

dr3 = sinl

d33 = cos AL cos !/

from which:
sin [ sin [ do3 do3
tanl = I A 2, N1 -dys2 - 2 2
cos o - dys3
1-sin“/ «/d21+d22
d
tan o, = —2-
doo
can AL = sin AL dﬁ dis

cos AL d33  dipd-dadp2

The latter equation (with 1 - d§3 replaced by d% 1+ dgz and ds3 replaced by

dy1 dp2 - d21 dy2) is used so that d33 need not be calculated (note its absence in Equations
(13)). The equality between d33 and the cross-product follows from the definition of Dy,
Dy and D3 being orthogonal unit vectors along the Earth axes, and that, therefore,

D3 = D1 XD

Dy-Dy = 1

. 2 . .
The expressions for d33 and 1 - d,5 are obtained by carrying out the cross and dot
products in component form using:

diq day d3y
Dy =|{ di2 Dy = dx D3 = d3;
dis do3 d33

The inverse trig functions give the desired results:
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dis3

L = Lo+AL = Lo+ tan™!
dipdop-d21di2
d
=B (16)
/2 2
dyy +dy,
d
o = tan'lﬂ
dop

Equations (16) are typically programmed in the navigation computer to evaluate L, /, and o
from the computer D matrix elements. Note in Equation (16) that longitude is determined
from an arc tan function of d;3 divided by d33 (i.e., d33 =dj1 d22 - d21 dj2). From
Equation (15), both d13 and d33 approach zero at high and low latitudes (/ = +90 deg or cos
[ =0). Hence, longitude at the poles is not defined. Thus, the equivalent of the singularity
condition at the poles noted previously for latitude/longitude navigation coordinates also
exists for longitude determination in the azimuth wander implementation. The key
difference, however, is that for the latitude/longitude coordinate frame approach, the
position reference is permanently destroyed; for the azimuth wander coordinate frame
concept, the basic position data (the position direction cosines) remain intact through pole
traversals, and longitude can again be read accurately after the traversal is completed. The
latter singularity condition simply emphasizes the fact that longitude at either pole (a single
point) is meaningless; latitude alone completely defines the pole position, and the latitude
determination equation for the azimuth wander system is deterministic at the poles.

A similar singularity situation exists in the wander azimuth system for the wander angle
extraction formula in Equations (16). Both d»1 and dj» approach zero at high and low
latitude (/ = +90°), hence, the wander angle becomes undefined at the poles. This is
because the concept of heading relative to North vanishes at the poles (i.e., at the North pole
all directions are South, and vise versa at the South pole). As for the longitude
determination function in the wander azimuth system, the wander angle data is once again
recoverable after the pole transversal is completed.

Returning to Equations (13), these are differential equations that must be integrated
continuously in the flight computer to determine the d’s. To begin the integration process,
the d’s must be initialized properly at entry into the navigate mode. The “Method” can be

used to derive the equations used for d initialization. At initialization time, AL = 0 (by

definition), [ = [, and o0 = 0. A vector along the Y-axis of the Earth Frame, in particular,
the earth rate vector, then, at initialization time, is given in local level navigation coordinates
by:
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lo o

>(<> Qy = Qe cos [sin 0,
Qe p Qy = Qe cos cos 0,
0 >< p Q, = Qsin [

Also, the d elements at this time, from Equations (15) (or directly from the above diagram)
are:

di1, = d11, = cos 0,

di2, = diz, = -sin 0

di3, = di3, =0

da1, = cos I, sin O, (17)
d22, = cos [y cos O

d23, = sin [y

Defining normalized earth rate components as:

Qx .

Qp = — = cos [y sin 0,
Qe
Qy

Qr = — = cos [ycos O
Qe

we obtain the final expressions for the dy’s in terms of €21, 2y, and /,:

Q
d = d = Q
o = ¢ e 21, 1
Q
d = - d = Q 18
12, cos Iq 22, 2 (18)
diz, = 0 da3, = sinly

Equations (18) are initialization equations that would be executed at completion of
alignment at the instant of entry into the navigate mode. The /, quantity is the initial latitude
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entered into the display. The €1, €27 quantities are calculated as the primary output from
the alignment filter (and sometimes displayed to indicate alignment progress). It should be

noted that if the accuracy penalty is acceptable, [, can actually be computed from €21, €27
without requiring a latitude input from the display:

tan210 _ sinzl0 _ 1—005210 _ 1 1

cos> lo cos> lo cos> lo

= ! R —

cos? I, (c052 Ol + sin’ oco) Q% + Qg

Ny = tan’! /212-1
Ql+92

The sign of [, is obtained by either knowing which hemisphere one is in at takeoff (North

or South), or calculating €23, the normalized vertical component of earth rate, as an added

Q
part of the alignment process (€23 = ™ = sin lo) and using sign of €23 to determine
€

polarity. The €23 term cannot be estimated to the same accuracy as €21, €2, but it can
possibly be estimated to an accuracy sufficient for estimating its sign. The feasibility of the

. 2 2
above method for calculating /, breaks down near the equator where Q; + €2, equals one
and becomes insensitive to latitude variations. Near the equator, one may resort to the use
of Q3 directly for latitude determination, and suffer some performance degradation due to

the reduced accuracy in estimating €23 (compared to €21, £27). The associated latitude
estimation equation is:

1 Q3
/2 2
Ql + Qz

The basic problem associated with the idea of inertially calculating initial latitude lies in the
added error produced in the system output. Since latitude is calculated using the system
gyro and accelerometer data, errors in these instruments produce an initial latitude error.
This is an additional error source that must now be accounted for in the system error
budget. (Normally, initial latitude error is essentially zero, based on an accurate input to the
system by the operator). For most applications, the added error is large enough to be
intolerable. The utility of the [, self estimating concept may, therefore, prove more
beneficial as a check against an erroneous pilot entry or to indicate a malfunctioning
system, than as an absolute reference.

lo = tan”
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NAV SEMINAR - LECTURE 4 NOTES

DERIVATION OF p AND Q EXPRESSIONS FOR EQUATIONS (8), (9), AND (13)

The components of p (px and py; p; = 0) are evaluated for the azimuth wander system by
first considering their form in North/East geographic coordinates, and then transforming
the result to azimuth wander coordinates. For geographic local level coordinates, the

horizontal components of p are given by:

PN =

PE

where:

PN, PE

VN, VE

I, 1]

1
L

-7VN
I

= North and East components of p.

= North and East components of v.

= The radii of curvature of the local horizontal in the East (r1.) and
North (r7) directions. The local horizontal is defined as the plane at
the navigation altitude that is parallel to the earth’s surface below the
navigating vehicle. “Below” is defined as downward along a line
from the navigating vehicle that passes perpendicularly through the
earth’s surface.

The North/East geographic frame is rotated from the azimuth wander frame about the local

vertical Z-axis by the wander angle (o). Thus:

VE 1 PE
Vg o -— o Ll VN
I]
v 1
y v Dy
N L PN

From the diagram:
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sin 0L cos 0. sin O. cOs O -cos? o sin? o
Vx - + vy

Px = -
17, I ) I,
. 1 (cos2 o sin? oc)
= vxsin o cos oL f—- —|- vy -
I, 1] 1y I,

If the earth were a perfect sphere, r, and r; would be equal to the radial distance from
earth’s center to the vehicle. Because the earth is an oblate spheroid, the expressions for r,
and r; are more complex. From Appendix B in Pittman - Inertial Guidance, the values for
1, and 1y for zero altitude (on the earth’s surface) can be accurately approximated by:

1 = Ro|1-e(2-3sin%1)
R, (1 + e sin? l)

L
where

[ = Vehicle geocentric latitude.

Ry = The equatorial earth radius.

e = The ellipticity of the ellipse formed by the intersection of a meridian plane
with the earth’s surface. l.e.; the earth’s surface is approximated as an
ellipsoid of revolution where the earth polar axis is both the axis of
symmetry of the ellipsoid and the minor axis of the ellipse used to generate
the ellipsoid. The major axis of the ellipse lies in the earth’s equatorial
plane. The earth’s surface is defined as the surface generated by revolving
the ellipse about the earth polar axis.

For flights above the surface of the earth, the latter expression is modified to first order by
setting the R, term equal to R, + h where:

h = Vehicle altitude.
Thus:

(Ro+h)[1-e(2-3sin?1)
(Ro +h) (1 + e sin? l)

I

L

. : . . 1 1 . .
Since e is small, and h is small relative to Ry, the —and — terms in the previous px
I] L
expression can be approximated by first order Taylor series expansions:
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oLy b e(2-3sin2))
I Ro Ro
Lz 1(1- h _esin?!
IT, Ro R,
and
LoD 0 (sin214+2-3 sin2))
I, 1 Ro
= -26(1-sin21) = -2ec0szl
0 Ro

Substituting into the terms in the px equation yields:

sin O cos O

1_1) = -ze(sinoccos l)(cosoccos l)

I, 1 Ro
and
cos’o.  sin’o 1] » h .2 .2 h
+ = —|cos“0 (1 - +e(2-3s1nl)+sm 1-
I] I, Ro | o
= b (coszoc + sin? ) 1- h + e cosZo, (2 -2 sin?l - sinzl) -esin
RO [0]
= L 1- h + 2 e cos20 cos?] - e cos2oL sin?l - e sin
Ro Ro
= i 1- h +2e¢ coszoc cos?l - e sin’l
Ro Ro
= i 1- h +e {— 2 0052a cos?l + 1 - cos?l (coszoc + sinzaﬂ
Ro Ro
- b l- h —e(l —3(cosoccosl)2- (sinoc+cosl)2)
Ro| Ro

With the above terms, the px equation becomes:

h

)

Vy
Ro

1 -

Px = -

-e (1 -3 (cos 0. COS 1)2 - (sin oL COS 1)2)]

Vx

2e (sin oL cOS l) (cos 0. COS l)
0]
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The bracketed trigonometric terms in the latter equation are functions of geocentric latitude.
Since each of these terms is multiplied by e, only a second order error (in €) is introduced

into py if they are approximated by their geodetic latitude derived counterparts as defined
by d21 and dp7 in Equations (15). (Note: Although the same symbol / is used in

Equations (15) and for the px derivation above, / in Equations (15) represents geodetic
latitude while / in the px equation represents geocentric latitude. The difference between

geodetic and geocentric latitudes is on the order of e, hence, an e2 error is introduced in px
when geodetic latitude is used as an approximation.) Using dz; and dp; for the bracketed

terms, the px equation assumes the final form:

h

0)

Yy
Ro

1-

2 2
pX= -e(l-3d22—d21)

X (2edyy da) (19)
Ro

A similar derivation yields the following for py:

v h 2 2
(0] 0

+1:i(2 e day dpo) (19A)

0

These are the desired expressions for the components of p in azimuth wander coordinates

for the navigation computer (with p; = 0).

The expression for the Q vector in Equations (8) and (9) in azimuth wander coordinates is

obtained by multiplying the earth rate vector magnitude (£2.) by the cosines of the angles
between the earth polar axis (Y-axis in the earth frame) and the azimuth wander axes. The
cosines are the Dy direction cosines (d21, d22, d23).

Thus:
Q=| dp Q. (19B)

The  vector in Equation (8) is the sum of €2 and p as shown in Equation (9). With

pz = 0 for azimuth wander navigation coordinates, and €2 as defined above, ® is given by:

(O px +da1 Qe
O ="loy| = |py+dnQe
0z do3 Qe

(19C)
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As discussed previously, plumb-bob gravity lies approximately along the geodetic vertical,
hence, for geodetic vertical navigation coordinates, g' in (8A) is:

0
g = 0
-gD

where gp is the component of plumb-bob gravity downward along the geodetic vertical.
The components of agr and v in (8) can be defined as:

ax Vx
adsf = | ay V=1Vy
az Vz

Substitution of the latter expressions in (8) yields the equivalent component form in
azimuth wander local level navigation coordinates in terms of parameters calculated in the
navigation computer (or derived from measurements; i.e., - accelerations a, ay, az).

ax +2 d23 Qe vy - (2 d2a Qe + py) v
ay + (2 dyp Q¢ + px) vz - 2 dp3 Qe vx (20)

Vx

\.’y
v, = ag-gp+(2 don Qe + py) vx - (2 do1 Qe + px) vy

CALCULATION OF PLUMB-BOB GRAVITY (Gp) FOR EQUATION (20)

Newton’s Law of Gravitation tells us that the magnitude of gravitational attraction from a
point mass is inversely proportional to the square of the distance from the point mass. For
a sphere with uniform mass distribution, the same law applies above the sphere with the
distance factor measured to the center of the sphere. In the vicinity of a planet, such as the
earth, the law is slightly modified due to the mass asymmetry that always exists in any real
body. For the earth, the mass distribution is approximately symmetrical about the polar
axis and essentially oblate (i.e., symmetrical above and below the equatorial plane). From
Section 4.5 in Britting - Inertial Navigation Systems Analysis, earth’s gravitational
acceleration, as determined by satellite orbit observations, can be accurately approximated
for inertial navigation purposes by:

g = B 1—2]2(1-300521)

R2
where

R = The radial distance from earth’s center to the point where gravity is being
measured.

[ = Geodetic latitude.

J» = An empirical constant equal to 0.00108.
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n = The average value of gravity at the equator times earth’s equatorial radius
squared.

The downward or negative Z-axis navigation coordinate component of plumb-bob gravity
(gp in Equations (20)) equals g minus the vertical component of - Q X (€ X R) (See
Equation (8A)). Using (19B) with the dj;’s as defined by (15), € can be written as:

Qe cos [ sin o
Q = Q. cos!cosa

Qe sin [
with in navigation coordinates,

0
0
R

R =

The vertical (Z) component of - X (€2 X R) is:

2
R Q. cos?l
so that:
2
gp = i 1-§J2(1 -3 cos 2 1)| - R Q cos’l
R2 4

From Appendix B of Pittman - Inertial Guidance, R at the surface of the earth can be
accurately approximated as:

R = Ro(l -e sinzl)

where R, and e are as defined previously in this lecture, and / is geocentric latitude (or
approximately geodetic latitude).

Including the effect of altitude above the earth, the above expression for moderate altitudes
(Iess than 100,000 feet) can be approximated as:

R = Ro(l -e sin21)+h
Substituting in the gp equation, recognizing that e is small (approximately 2;8) and that h

is much less than R, and applying appropriate trigonometric manipulations yields the
following:
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3
u(l—]2(1—3c0s21))
gp = 4 —{Ro(l—esin21)+hJ Qi cos’l
2(( in2) h |
R, (1 -esin“l)+ —

0]

~ “(1-312[1-3(1-2sin21)]+2esin21-2é‘)

2
R 0
2

2
“Ro O, (1 “esin2l + | cos
Ro

Ll
2
Ro

0

1430, (1-3sin2)+2esin-2
2 R

2
“Ro Q (1 - e sin’l + 1;1 cos’l

0

- “(1 oM o esin +“2;J2(1 _3 sin%)

) O

2
R 0 R
2
- Ro Q. (1 - e sin’l + h cos’l
Ro
- G1(1 —2§+26$in21 +G2(1—3sin21)—G3(1—esin21+h cos?l

where

G = % = Average gravity magnitude at earth’s surface at the equator.
1{0
3
Gy = 2 b Gy (20A)
2
Gz = Ro Q,

Using dp3 for sin / (from Equations (15)), the final expression for gp becomes:

+G2(1-3d223)-G3(1-ed223+é1

0

e = G1(1 -2§+2ed223 (1 -d223) (20B)
(8]
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VELOCITY COMPONENTS IN NORTH/EAST GEOGRAPHIC COORDINATES

Before summarizing, one additional set of expressions should be derived for output and
display: the equations for the horizontal velocity components in North/East geographic
coordinates. These can be expressed in two forms: as North/East components (VN, VE)
along North/East axes directly, or in polar coordinate form as the ground speed magnitude
(vg) and track angle (TK) of the horizontal velocity vector relative to North. The following
diagram illustrates the geometry involved. The relationship between vy, Vg, TK, vg and

Vx, Vy, 0 from the diagram are given in Equations (21).

North/East
Coordinates

Azimuth
Wander X
Coordinates

B E

Vertical (Up)

VN = Vy COS O+ Vy sSin o
VE = VxCOS O -Vysino
TK = y*-o

\%
y* o = tan’! X

Vy

(21)
-1 Vx

TK = tan” — - o

Vy

2 2
Vg = VetV
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NAVIGATION EQUATION SUMMARY

The block diagram that follows summarizes the total computations involved in computing
navigation data from acceleration (and baro altitude) measurements as given by Equations
(13), (16), (19), (19A), (19C), (20), (20A), (20B), and (21), with the baro altitude channel
from Lecture Notes 2, and initial conditions given by Equations (18) and vx, = vy = 0.
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ep= Gi1-20Ro+2e dy2) + Ga(1-30,] - Ga[1 - e 4,2 + R

2
1- d23)

-l

v gp "0" INITIAL_V
. +
a7 — vZ:az-gD+(2d22Qe+py)vx-(2d21§ze+px)vy > 1
"0" INITIAL ™ ¥ | < INImIAL
- |
a, — vx:ax+2d23Qevy—(2dzzQe+py)vZ -1 J.dt Ha-—V Y
+
. 9?: T BARO
ay — vy = ay+(2 dy; Qe + px) vy - 2dp3 Qe Vx - _[dt -y - ALTITUDE
"0" INITIALJ
Py ol dii = -d J.dt —-dy
Vi —a py=v—x{l-L-e(]—3d221—d222)+1‘4(26d2]d22) 1 13Py
Rol Ro Ro . J.dt 4
v h S diz = dizpx ' = di2
vy px:»Ri1—;—e(l—3d22—d21)}—;(2ed21d22) Px ol
0 o o diz = djgpy-digpx [ Jdt -5
INITIAL \ €1 —™| di1, = Qo secly dayy = da; = -dy3py . jm - —d,,
ALIGNMENT 1 0; —m| diz, = - Qisecly  dn, = O dn = doypy
N Y 1y ——| di3, = 0 do3, = sin b _ | o dyy
ENTRY J Lo dyz = dp1py-daapx
- J.dt dys
diz
L=Lo+tan ——— [ INITIALIZATION 4}
dy— ° di1 dp-d21 di2 L
djg ——
d12—> [ = ! 923 >
13 = Px ——
[2 2 _
Wy = +dp) Qe |
dy N dy; +dy, = v\ systeEm Py —= x = Px td21 & O ggﬁD
day——m= o = tan’! dat I OUTPUTS do —| By = Py +dn Qe B0y G NAV
= o v
i : e A B
Vx > VN = VyCOS O+ Vx sin o - v, dpz—=
Vy —_— |— - h
v, _ .
Y | VE= VxcOsa-vysina - ESA%DFII:{(;RME NORTH
HEADING REFERENCE

NAVIGATION EQUATION SUMMARY
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STRAPDOWN ATTITUDE REFERENCE EQUATIONS

LECTURE 5
LECTURE 6
LECTURE 7
LECTURE 8

LECTURE 9
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NAV SEMINAR - LECTURE 5 NOTES

Equations (20) are integrated in the navigation computer to evaluate the components of v.
These equations have the following form:

Vx = ag+ (Slowly varying or small terms - SVOST)

vy = ay + (SVOST)

az + (SVOST)

Vz

Their integrals can be written as:

tn+1 tI'l‘1+l
vy = Z : f adt  + Z f (SVOST) dt
N tn m tm
Computer Integrals over  Computer slower Integrals over
fast iteration fast iteration iteration summation  slower iteration
summation period period

tm+1
Similarly for vy, v;. The f (SVOST) dt term is usually approximated by a simple
tm

integration algorithm such as setting it equal to 1/2 the sum of the values of ( ) at the start

and end of the iteration interval, times At the iteration period. The first term needs more
care in its evaluation for the case of strapdown systems because the ay, ay, a; terms are
derived from body mounted accelerometers using computer derived attitude from the
strapdown gyros. The attitude may be changing rapidly, and the equations for

th+1
approximating f ax dt (i.e., the algorithms for evaluating the integrals on a discrete
tn

basis in a digital computer) can be in error if care is not taken in their formulation. Neither
can the algorithm be too complicated or the computer will be loaded down at the high
iteration rate.

We wish to derive an algorithm for evaluating the integral of al over the computation
interval. Define the quantity to be evaluated as:
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tn
(22)

The vector of acceleration (ax, ay, aZ)

Matrix in local level coordinates.

Vector

Notation L .
L refers to local level navigation coordinates

The a term is needed in local level navigation axes but it is measured in body axes. To
equate the components of a in these frames, we write:

Unit vectors and a components in the B frame (Body or Vehicle axes)

a = aB, iB + aB, jB + aB, kB

= aL, il +aLy JL +ar, kL

Unit vectors and a components in the L frame (Local Level axes)
Taking the dot product of both sides of the above with iy yields:
aL, = a+i. = ap, (iL * i)+ ag, (i * jB) + 2, (iL * ks)

The terms in brackets are the cosines of the angles between the indicated unit vectors in the
B and L frames. Identifying these as direction cosines we get,

aix = Cprrap, +Ci2apy +Ci3ap,

where Cq3 is the (direction) cosine between L frame axis 1 (i) and B frame axis 2 (jB)
(and similarly for Cy; and C;3).

Similarly, for ajy and a :

aLy Cz1 ap, + C22 apy + Co3 ap,

arz C31ap + C32 apy + C33 ap,

or in matrix form:

arx Cit Ci2 Ci3 aBx
aLy | =] Ca1 Co2 Cp3 aBy
ary C31 C3 Cs3 apz

or in matrix notation:

119



RN

Direction cosine
matrix from B to L

ain
B frame axes

ain

L frame axes

Returning to Equation (22), then:

th+1 th+1
L
Avy = | aldt = | cpaPa (224)

tn tn

The approximation can be made that Cl]g in the latter equation can be approximated by its
value half way through the interval (this assumption should be checked under the expected

.. . L .
variations in Cg for the maneuver profiles expected). Hence:

th+1

L L B L B
Avy = Cyltang | a’dt = Cg(ths) Avy (23)
tn
where
th+1
B B The strapdown accelerometer pulse counts over the
Av, = a~dt =

iteration interval.
tn

To derive a simple expression for CB(tHH /2), lets first review some simple direction cosine
matrix operations and identities.

For an arbitrary vector V and arbitrary coordinate frames D, E, and F,

F
But XF = Cp vP

Hence, CD = CE CD (24)

and
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v = VvV eV =1\V

where T designates the transpose.

T
Thus, () Ch =1
and
E\T E\-!
(CD) = (CD)
Using (24) with F = D:

cp=1=CpCE

Hence,
cp = (cp)
and with (24A):
-

(24A)

(25)

Returning to (23), using (24), and approximating L as constant over the iteration interval

yields,

Ch(tn) = ChenC

Now look at:

B(n)
B(n+/2)
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B(n) : > p B(th+1)

A

Az

We assume that the sample time period is short enough that the o, oy, 0., terms can be
represented as small Euler rotations from time t, due to body rates (p, g, r) or their

equivalents Olx, Oy, 0z (with L assumed constant so all of the Euler motion can be
attributed to body rates). Then, from the diagram:

p = Ox -0 sindy

= Oly COSOx + Oz COSOly SINOLk

e
|

= 0lz COSOLy COSOlx - Oly SinOix

-
|

For a small sample period, 0., Oy, 07 are small and:

p = Ox

q = Oy 27)
r = 0Oy

or
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rtn+1
tn
rtn+1

th

th+1
Oz, :f rdt
tn

Also from the diagram, for small oy, Oly, Olz, the direction cosine matrix can be read by

inspection at tp4:

B(n)
CBm+)= | Oz, 1 -o0x,

(27A)

If the body rates are fairly constant over the iteration period, it can be assumed that at

(tn+1/2), half the angles (0ixy, Olyy, 0.z,) have been traversed. Hence:

1 O(‘Zn 0(yn
2 2
B(n) o o
CBn+1/2) = ;n 1 - ;“
_O(‘YH O(‘Xn 1
L 2 2 N

Returning to (23), with (26):

L L B B
Avy = Cgny CBn+1/2)AVn

With (28):
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OcZn OCYn
B B
2 2 Avyy
B(n) B _ O(.Z (XX B
CBn+1/2)AVn = o - Avyy
2 2
B
a)’n Ocxn 1 szn
L2 2 i
B B B
Avyn 0 -0z, oy, Avyn
B 1 B
= AVyn + 5 azn O - axn AVyn
B B
AVzn |~ Qy, Ox, 0 i szn

B B B
= Avn+;%1 X Avy

B. . ..
where o, is the strapdown pulse count vector over the iteration interval:

(tn+l
pdt
Jtn
OCXn
th+1
B (
Oy =| Oy, | = qdt
Jtn
Oz,
rtn+1
rdt
Ju,

Thus,

L

B B B
A!n = C;(n) A!Il + 1

5% X Avy

(29)

The cross-product term in Equation (29) has been denoted as “rotation compensation”.
Equation (29) is a valid approximation for Equation (22A) in applications where aB has
little or no high frequency content relative to the t, to ty4+1 sampling frequency. For cases
where high vibration frequency components are prevalent (such as in high frequency

environment military applications) an alternate technique is required which can be derived
from (22A) as illustrated below.
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We first equate the CII; term in Equation (22A) to the product of Cllg at t, with the

transformation matrix relating body attitude at t, to body attitude at some general time t
within the interval from t;, to ty41:

L L B(n)
Cg = CB(n) Cp

Equation (22A) then becomes:

th+1 th+1
L
tn

tn

The aBdt term in (29A) can be identified as a small increment of integrated body
acceleration, or the accelerometer output pulse vector dyB:

dvB = aBdt

Substituting into the integral in (29A) using (27A):

I -0z oy
Cg(n)@Bdt = CE(“)de = o, 1 -0y |dVvP
oy ox 1
i 0 -0z oy |
=dv®+ o, 0 -oy |dvB=dvB+o xdvB
-0y ox 0|

where
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rt r't
pdt dok
Ju Ju
a‘X rt t t
B f B
S S )
Oz

rt t

J rdt f doy
tn n

oB = Strapdown gyro pulse count vector from t, to general time t in the interval

from t, to the1.

doB = A small increment of integrated body rate, or the instantaneous gyro output
pulse vector.

Substituting in (29A):

th+1
L
th

or
L th+1
b = |t aPxa 200)
th
with
t
gB =f ng (29D)
Th

Equation (29C) is the equivalent of Equation (29) used in applications where the body
acceleration can have significant variations in the interval t, to tp4+1. The integral term in
(29C) is denoted as sculling compensation. Note, that effective use of sculling
compensation implies that the accelerometers utilized have sufficient bandwidth to
accurately measure the high frequency components present in dvB. It should also be noted
that the implementation of Equations (29C) and (29D) in a strapdown system would be
accomplished as a high speed software function. In this manner, the high frequency

content of oB and dyB in the interval t,, to ty, can be accurately accounted for.
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.. . L .
Now, lets look at deriving an equation to compute Cg. Start with:

Cp = ¢ Ch (30)

. . . I .
where I represents a non-rotating inertial coordinate frame. Look at Cg first:

I I B(n)
Cem+1) = CBm) CB+1)

I - Oz, Oy, 0 - Oz, Oy,
1
= Ch O 1 -0, = Cou+Chy| oy 0 -0,
7_OCYn Ox 1 a 7_OCYn Ox 0 a
0 -0z, Oy,
Ch . -Ch !
B " CBm)
RV Chm O O -0, A
| -Oy, Ox 0 |

where At is the time interval between t, and t,4; . Letting At approach O in the limit:

th+1
f p dt
th

= = p
At At

Olx

(x)’n
At

Oz,

At

Therefore:
| 1 B
CB = CB QIB (3 1)

where B is the body frame, IB designates the angular rate of the B frame relative to the

. B . . B
non-rotating I frame, and Qg is the skew symmetric form of the angular rate vector myg:
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B Al 0-rq ) B Alp
Qp =|r1r 0-p| = Skew symmetric formof g =|q
-qp 0 r
Note:
@T = -0

Now look at C{“ in Equation (30). Start with the transpose. Using (25), the transpose is

Ci. By a derivation similar to that leading to Equation (31), it can be shown that:

I I L
Taking the transpose:
L ( L)T L L L

Taking the derivative of (30):
L L I
Cp = C Cp +Cr Cp

Substituting (31) and (32),

L L B
Cp = -Qp Cf Cp+Cr Cp Qrp

or, with (30)

L L B L L
Cp = Cg Q- Cg (33)
where
B . B
Qg = Skew symmetric form of the angular rate vector g

L . N .
Q. = Skew symmetric form of ® from navigation lecture notes (i.e., ® = p + £2).

Solving Equation (33) on an incremental basis without introducing computation error has
been a key subject area for strapdown navigation. During the next lecture we’ll discuss
some of the solution approaches used.
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NAV SEMINAR - LECTURE 6 NOTES

-L B L
Cp = CEQp-Qp Ch (33)

How can the above equation be integrated incrementally? Can the first portion on the right
side be evaluated independently from the second portion? I.e., can the update of Cllg be

B
divided into a high speed part associated with high body rates (g, and a low speed part

. . L
associated with local level frame rates 2y ?

From the previous lecture, the above equation is equivalent to:

ck = ¢y cl (34
3| I B 35
Cp = ChQp (35)
L L L 36
Cr =-Q.G (0
We now solve for Cg and C{“ independently. Integrating (35) and (36):
t B
1 1 1
th
f L
L(1) L(n) L(7)
th
where
T, t = Running time after t;.
(n), (t), (t) = Indicator of the position of frames B or L at times ty, t or 7.
Define:

L . . . . .
CB((I)) = Orientation of frame L at time 7T relative to frame B at time t.

Substituting from (36A) and (36B):
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L(7) (T) L(n) L(7)
Cp) = CIB(t) = f QILC dt CIB(t)
tn

L(n) L(T)
tn (36C)

(n) (T)
CTB(I:) f QIL CI];(t)

th

Similarly, for CB(t) in (36C), with (36A):

t
L(n) L(H) (Il) L(n) B
Cp) = CIB(t) = CB(n) f G CIB(t) Qg dt

tn
(36D)

(n) L(n) B
Clﬁ(n) f Cp(p S dt
th

Equations (36C) and (36D) can be interpreted as follows. Equation (36D) states that CB((rtl))

can be calculated by integrating the first part of Equation (33) from t, to t (say tp+1).
Equation (36C) states that CB((I)) (or Cllg((grlj) can then be obtained by taking the result of
the Equation (36D) integration and using it as the initial condition in integrating the second

part of Equation (33). The result after integrating to T = t,4] is Cllg((?lill)) which constitutes a

complete update of Cllg. Thus, the integration of (33) can be performed in two steps if the
following procedure is followed:

t
L) _ ~Ln L L
2. CBn+1 =C _I o CBn+1d1:

L
Cp\ = Cp,, (t=tor)
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L
The above process implies that during step 1, the €y history in step 2 is being recorded so
that it may be played back into the second step integral after step 1 is complete. This is a

. . L . .
relatively simple matter because {2y can be approximated by a constant over the interval
when Qg is being processed in step 1. The actual digital evaluation of step 2, then, is

. . . . . . L
usually accomplished by a simple integration algorithm assuming a constant value of Q.

) . L . .
over the update interval. Since €2y is small, little error results.

Let us now discuss how step 1 may be performed digitally; i.e., how to digitally integrate
the following part of Equation (33) over an update interval in the digital computer:

- L B
Cp = CpQp (37)

Let’s first expand (37) and note that its rows are independent:

Cii = Cpw3-Ciz o
Cio = Ci3or-Cij 03 (38)
Ciz = Cjiw2-Cip o
where
w1, W, 3 = Components of 9}3]3

Each row can be updated individually. Let’s look at row i in general.

where QiT = (Cil, Ciz,Ci3) and C; is the column vector formed from row i of C.
The transpose of C; is:
: B \T B
Ci= (QIB) Ci=-QpG

B . . ... .
Note: The transpose of ;g equals its negative because it is skew symmetric.

We thereby obtain the Coriolis equivalent:
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. B
Ci= - o xCy (39)

. ) ) B . )
Let’s look at the integration of (39). First note that the angular rate vector g in (39) is not
available as a numerical value but only as integral counts from gyro pre-counters:

Olx
tp+1 A
B B
op = f opdt = | ay (40)
tp
Oz

where tp, tp+1 are gyro counter sample times. We might try the approximation that an
integral of (39) may be evaluated by summing the following differences:

B
ACpy1 = -ap XCp 4D

where the 1 has been dropped for convenience. Let’s evaluate how well (41) approximates

the true solution for the special case of o = oy = 0 and o, = + € for the first sample and -€
for the second. For this special case, (41) becomes:

AC1p = Cypogp = Cppe

ACyp = -Cipogp = -Cipe

Cipr1 = Cip+ACp = Cip+Cppe
Copt1 = Cop+ACy, = Cpp-Cype

2
AC1p+1 = Copt1 0Ogpt1 = -Cope+Cype

2
ACop+1 = - Cipt+1 Ozps1 = Cipe+Cop e

Cip+1 + AC1p+1

Cip+2 Cip

residual errors

Cops2 = Copt1 +ACop+1 = Cop

Since the net rotation was zero, the correct values for C; and C; at p + 2 should be the
same as at p (i.e., Cip and Cpp). The above algorithm, however, results in an error equal to

€2 times C. Since C is on the order of 1, this is equivalent to an error on the order of 1/2 €2
per iteration. On a drift rate basis:
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82 € 1
Drift = —— = €= —-0ME¢
2At, 244, 2

in which o represents the angular rate magnitude. To eliminate the drift rate effect under
limit cycle rate conditions, the use of a reversible first order algorithm has been used in the
past. (The algorithms we are discussing thus far are called first order because they only

contain ¢ terms to the first power.) The reversible first order algorithm follows a
computation format similar to the one described previously. It differs in that Cy and C; are

updated sequentially for o, with the order of update dependent on the sign of o,. The Cp,
C3 and C3, Cp updates for o, oty (see (38)) would be processed in a similar manner, with
the o’s being processed into the C update, also in sequential fashion (o, then ay, then o).
The update for o is:

For o, Plus For o; Minus
ACip = Copogp ACyp = -Ciplygp
Cipr1 = Cip+ACyp Copr1 = Cop+ACy
ACyp = - Cip+1 Ogp AC1p = Copt1 Ogp
Cop+1 = Cop+ACy, Cipt1 = Cip+ACyy

Note: 0p includes sign in this nomenclature. i.e., 0zp = - € for a pulse of €
magnitude in the negative sense.

It can be verified that for the sequence of o, consisting of +¢& following by -, processing
the above algorithm (first the left side, then the right) returns the C states to their correct
initial conditions. In this respect, the reversible first order algorithm improves over the
algorithm discussed previously.

Under general high rate conditions, the drift error in all first order algorithms is on the
order of the formula given previously: 1/2 w e.

For a computer computation frequency of f, the value for € when rotating at  is:

®
€ = —
f

hence,

Drift = (- %) o
2 f
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Thus, the effect of the first order algorithm is to generate a scale factor type error equal to

®
;f' At 200 deg/sec rotation rate, with a computation rate of 2 KHz , the equivalent scale

factor error is:

1 200 deg/sec

x 100 ppm = 873 ppm
2 57.3 x2000 Hz

Compared to typical high accuracy strapdown rate sensing scale factor accuracy
requirements of 5 ppm, this is clearly unacceptable. A higher iteration rate would reduce
the error, but would also increase the computer throughput requirements.

All first order algorithms suffer inaccuracy at high rates unless the iteration rate is increased
to an undesirably high level. The increased iteration rate, in turn, produces increased
computer round-off error. In modern strapdown systems, higher order algorithms are
used that have the combined effect of reversibility, high accuracy at high rates, and
reasonable repetition rates (e.g., 100 - 200 Hertz) to minimize computer loading and round-
off error build-up. The next lecture will develop the higher order attitude algorithms used
with typical modern-day strapdown systems.
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NAV SEMINAR - LECTURE 7 NOTES

B
The update of the Cllg matrix for body inertial rotation (the Qg part of Equation (33)) is

L B
typically accomplished over several intervals for each €y update; i.e., the Qg portion

L L
might be updated at 100 Hertz while the €2y portion is updated at 10 Hertz. The Q.
update can be approximated as:

L(n+1

CB£n+l (42)

b ) o)+ QZILL(DH)) o)

Cp

where
T, = Update interval from ty to tpyg

As discussed in the previous lecture, this approximation typically results in an acceptably

L
small error because oy is small and slowly changing over the update period Ty.

B
The higher frequency update of Cl]g due to body rates Qg calculates the value of Clé at the

intermediate points between the t, and t,+1 low frequency update times. Denoting the
intermediate update times as ty, tm+1, tm+2, €tc. we can write a general sequence for the
high frequency updating operation as:

Calm) = Col) Calo

CBEn)m) = CB£ )) Cp m)+1)

CBEH)1+2) CBEH)1+1) Cg

m+1
m+2

(43)

CBEH)-F]) = CB?rr)1+1) Cg

m-+i
n+1

L B . . . .
Le., the Cg update for Lqp consists of a series of intermediate updates of the form:

Cp rr2+1) = CBE %CBémll)

The CB(( )) matrix is the value of CB from the last update; CB(( m)

m+1) is the cosine matrix

generated by QIB that moves B from its orientation at ty, to its orientation at t;,,1. Let’s
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find an expression for Cg((m)

m+1) for an angular rotation defined about a space fixed axis u

through an angle ¢. For such a rotation definition, we will now derive an equation for

ng:ll) in terms of u and ¢™..

For the derivation, it is helpful to think of B(m) as a fixed reference frame R and the
B(m+1) frame as rotated relative to R which we will denote as B (for the body frame).
Hence:

R
s (43A)

Now, define an arbitrary vector 55 as fixed in the body frame. Clearly, in the R frame, this
vector looks like:

N= Chr (43B)

r,

. . . R. B .
Now, look at the geometry in the figure to determine 1, in terms of r after a rotation ¢
about the axis u.

The perspective in this
drawing is for this point
to be considered above
the page and the circle at
the right below the page.

B . . B .
As 1 rotates about u through ¢, it traces a cone about u. The tip of rj traces a circular arc
. R. B . .
in the plane normal to u. The vector 1 is equal to r after it has rotated through ¢ into the

R .. . . B . . R B.
I, position (i.e., in the R frame, I, looks like it rotates to r,. In the B-Frame, I, is constant

** Based on the geometrical method used by John E. Bortz, “A New Mathematical Formulation For

Strapdown Inertial Navigation”, IEEE Transactions On Aerospace and Electronic Systems, Volume
AES5-7, No. 1, January 1971.
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by definition). We also define vectors b, c, d as radii to the circle with ¢, d intercepting I,
R . . .. B ..
and 1, and b perpendicular to ¢. Vector a is the projection of r; along u. Note that it is

.. R . . . .
also the projection of r,; along u. Considering u to be a unit vector, we can now write:

R

L, = a+d 44)
a =(Llf '9)9 (45)
9=£§—a=rf-(rj'g)g (46)

. B . . .
where a is the component of I, along u. From the diagram, b is defined to have the same

magnitude as ¢ and perpendicular to ¢ and u with the same magnitude as c. Thus, since u
1s defined as a unit vector,

b = uxc
or with (46),
b=uxr @7)

Let’s find an expression for d in terms of b and ¢. Look into the circular plane:

/d/ sin ¢ /d/ cos ¢

Vector d can be broken up into two parts: /d/ cos ¢ along c, and /d/ sin ¢ along b. Thus,

d = /d/ sin 0 2+ /d/ cos ¢ <
I, /c/

T T
unit unit
vector vector
along b along ¢

But since a, b, and ¢ are radii of the same circle:

Mol = Ic/ = [d/
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Thus:

d = bsin¢p+ccosd (48)
Combining (45) through (48) in (44):
r, = (gg -g)g+(gxg§)sin¢+h§—(;§ -g)g}cosq)
= (l-cosq))g(g : rj)+sin¢(gxg§)+cos¢£

The vector triple product identity states:

Ax(BxC) = (A -C)B-(A - BJC

ufuo -r ) =uxjuXxXryj+\u -ujry, = uX{uXxXr f+r,
Thus:

R B B . B B
r, = (1-cosq)){gx(gxgo)+&)}+s1nq)(g><g0)+cosq)[0

o

B . B
=1, +51n¢(gx%)+(l —cosq))gx(gxgo)
In matrix form,

B

o Jro

+ (1 - cos (1)) (gx) (gx r,
= [I+sin¢(g><)+(1 - COS q))(gx)(gx)]rj (49)

r, = rj+sin¢(gx)

where

(g ><) = Skew symmetric form of u, equivalent to a cross-product operator.
. . . . R .
Comparing the above with (43B), we can write the equation for Cg in terms of u and ¢:

Cl]; = I+sin¢(g><)+(1-cosq))(gx)(gx)

If we define:

=S
I
=2
=
c
I
° o
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we obtain:

SRR g0

Equation (50) defines the direction cosine matrix equivalent to a rotation maneuver ¢ (¢
about a constant axis u). We can look at ¢ as another way of defining C through the (50)

relationship. That is, for every C, there is a ¢ that satisfies (50). This is a statement of the
fact that a body can be rotated from one orientation to any other through a single rotation
about a fixed axis in space. This combined axis rotation is defined by ¢. Now, what if the

. R . . .
rotation maneuver that created Cy actually did occur as a fixed maneuver about a fixed
. . R
axis? (Note - This doesn’t have to be the case; Cgz could have been created by any
. R . . . . .
arbitrary maneuver. After Cy is formed, ¢ is defined as that single axis maneuver that

R . . . .
would have generated the same C ). For a real single axis maneuver, u is along o (i.e. -
the vehicle angular velocity axis which is fixed for the maneuver). Then:

u-m =

=
[
e le

tm+1
0 =f o dt
tm

tm+1
o = f odt = o = Gyro counts
fm

Thus, for an actual rotation maneuver about a fixed axis, ¢ equals the gyro counts, and (50)

. . . . L . .
with o for ¢ gives an exact solution for updating the Cg matrix for the o rotation.

Looking at (50) in more detail:
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9 by ¢ = ( ¢x2+¢y2+¢z2
bz
3 5
sing = ¢- (1; + (I;
. 2 4
sin ¢ =1 —¢—+¢—— ---powersof(])2
o 31 5!
2 4 6
cosd = —¢—+¢——¢—+
2! 4! 6!
2 4
1_0(2)S¢ = 21'-(zy+q;'- powersofq)2
0 ! !
o -0 (I)y
04 = 6, o -0
q)y dx Y
2 {02 +o7)  ocoy 0x 02
@X) (QX) = (9 X) = Ox Oy - (¢22 + q)xz) by O
q)x q)z ¢y q)z - (q)y2 + ¢X2)
And (50) is (with 43A):

2 4 o -0z Oy
s o :1+(1-¢+¢---) o, o -0

m+1) 317 s
'q)y Ox Y
2 2 (51)
N T ox 0
+ L_¢7+¢7 ( 2 2)
TRTIS Oxdy -0z +0x dy 0
q)x q)z ¢y q)z - (q)y2 + ¢X2)

with
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)

m+1)

L L(n B(m
Cp = CBém)) CB((mll) (51A)

The “order” of the algorithm depends on the number of terms carried in the series
4 2

¢

expansions. A fifth order algorithm, for example, uses terms including the ST and a0

terms.

If (51) is used with the body rate integrals for ¢, (51) has to be iterated fairly rapidly to

assure that the assumption of a non-rotating ® vector is valid (say 1000 Hertz). This
restriction can be removed if a compensation term is first added to the body rate integrals to

correct for o rotation motion (coning). This is, in fact, the correct ¢ vector to use (the use
of the body rate integral for ¢ is only an approximation). For the next lecture, we will
develop an expression for evaluating ¢ in terms of ®, and show that it equals the integral of

o plus terms proportional to ¢ X @ (i.e. - the portion of ® perpendicular to ¢, which is the
coning effect).
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This lecture deals with a general derivation of the rate of change of ¢ without restrictions on

 (such as in the last lecture where ® was assumed non-rotating and ¢, under those

conditions, was shown to be equal to the integral of ®). We begin™ with the expression for
R .

Cg (Equation (50)):

C= 1+1 ((])x) + 5 (¢><)2 (52)

where for simplicity, the following definitions have been introduced:

A .
sin 1 - cos
c= = h= 100 (524)
0 0
The transpose of (52) is:

CT

L+ 1 (0x) + 2 (0] (0x)'

5 (53)
= I-f1j (9><)+ fr (Qx)

where use has been made that (q) x) is skew symmetric and, therefore,

[ox]" = -(0x)

Combining (52) and (53) yields an expression for ((1)><) in terms of C and f7]:

Jle-cT) = nifox) (54)

The C and ((I) ><) quantities can be viewed as continuous functions that are generated as the
body moves from B(m) (or R from last lecture) to B(m+1) through a continuous set of

B
attitudes determined by w;g. The value for C and (q> X) at B(m+1), then equals the values
needed for the Equation (51) computer algorithm. The equation we seek for ¢ is a

differential equation defining how ¢ changes from m to m+1. Integration over the interval

* Based on similar a formulation by John E. Bortz, “A New Mathematical Formulation For Strapdown
Inertial Navigation”, IEEE Transactions On Aerospace and Electronic Systems, Volume AES-7, No.
1, January 1971.
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from m to m+1 will yield the sought after general value of ¢ for (51). In general, ¢ will be

a function of the instantaneous values of ® and ¢ (or C from Equation (52)) at any given
time in the interval between m and m+1.

With this concept in mind, we differentiate (54) to obtain an expression for ¢ during the

interval m and m+1 (Remember that (52) was derived strictly as a function of ¢ without
fixing the time at m+1. Therefore, it is completely valid to consider (52) as a ggneral
expression that defines how C is generated as ¢ evolves continuously from m to a general
running time in the interval from m to m+1):

;(C-CT) = £ (0%)+ 11 (0] (55)

From the previous lecture, and extending to an arbitrary time point during the interval from
m to m+1 (say m+i where i is a running time variable from m):

L n) n) B m)
CBEm+i) = Cém) CBém+i) (56)
The derivative of (56) with respect to running time from m is:
-L(n) n) -B m)
Ch(m+i) = C m)C m+i) (57)

B
From Equation (37) which expresses the general rate of change Cllg due to Qp:

C.Iégnm)ﬁ) = ng?n)ﬂ)Q}SB

or, with (56)

-Lin n m B

CBEH?H) = CEEH})CE((mli)QIB (58)
Equating (57) and (58):

Chimbi) = cifm) oy (59)

It should be clear from the last lecture and the definition of C given previously, that at m+i
in the interval between m and m+1,

m)
m+i)

Cpmii) = Chji) = C (60)

Thus, with (59):
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C = Clwx) (61)

T B . .
where, for simplicity, ® has been used for g, or in skew symmetric form:

(@) = Q]ISB

We can now use (61) to obtain an expression for ; (C - CT) in Equation (55). Using (52)
for Cin (61),

C =(ox)+1f (Qx) (@x) + (¢><)2 () (62)
The transpose of (62) is:
¢l = . (@x) + f1 (0x) (Qx) - £, (0x) (Qx)z (63)

One half the difference between (62) and (63) is:

(64)

Equation (64) is an expression for the ; (C - CT) term in (55). It can be simplified as

follows. First, remember the vector triple product identity:

(él Xéz)><é3 = (él : é3)é2-(é2 ~ és)él
Now, look at the term multiplying ; f] in (64), and multiply it by an arbitrary vector V:

(QX)(@x)X-(@x)@x)X = QX(QXX)-wx(q)xV)

Using the vector triple product identity for each of the latter terms:

ox(0xV) = -(0xV)x¢ = -(0 - 9)V+(V - 9|

ox(@xV) = -(0xV)xo = -(0 o) V+(V - 0)o

Subtracting the previous expressions yields
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ox(@x V)-ox(oxV)=(V ¢o-(V oo

or with the vector triple product identity:

ox(@xV)-0x(0x V) = (px0)xV

and in matrix form:

where
( )*¥ = The skew symmetric form of the vector in brackets.

Since V is arbitrary,
(02 {@x) -(wx)(0x) = (ox0)* (65)

The term multiplying ; > in (64) can be reduced in a similar manner:

(03 (@) v+ (@x)0x v = - (o - w)(0x) V- 6" (0x) v
Since V is arbitrary:
(0x) (x) + (@x) (0x) = -(6 - ©)(0x)- ¢° (@x) (66)



Substituting (65) and (66) in (64) and (55):

He-d = o+ L nfoxol - nllo - )03+ 0% (o)

ﬁ@ﬁ+ﬁ@4

(67)

Each term in (67) contains a scalar times a vector skew symmetric matrix. We can,
therefore, invert each element of the equation to find the equivalent vector form:

g 1 1 2
fovtio =0+ filoxo)- (o -oord’e )
Equation (68) is almost to the form we are looking for relating ® and ¢ to ¢. We can
simplify it further if we introduce the following definition for :

unit vector along ¢

o= op(0/0)+A0 (69)
where:

®y = The component of walong ¢

Ao = The component of ® perpendicular to ¢.

Substituting (69) in (68):

f1 0 +f1 0 (1)+;fl(q)xA(o)—;f2(¢w¢¢+¢(o¢¢+q)2A(o

(70)

0)+;f1(¢wa)-;f2¢2Am—f2¢w¢¢

In the previous equation, use was made by the definition of Aw that ¢ - Aw = 0. Also, that

0x0= 0.

We now take the dot product of (70) with 9 Using (69) for o:

f19-§+f1¢2=¢m¢-fz¢3w¢ (71)
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where use has been made of the fact that ¢ X Aw and Aw are perpendicular to ¢ and that,

therefore, their dot products with ¢ are zero. The ¢ - ¢ term can be reduced by:

0-0=0

@ 0 =[0-0+(0- 0 =20-0=200

Also, using (52A) for f7:

- d)¢cos¢-d)sin¢
fi = 5

¢

With (52A) for f1 and f>, and the latter identities, (71) becomes:

¢s1n¢ + ¢¢c0s ¢-4)sin¢ = ¢0)¢-(1-cos q))q)co(,,
or

¢¢cos¢ = 0 Wy cos ¢
or for cos ¢ #0
00 = 0w (72)

Going back to (71), and introducing ¢ - q> =0 (I) and (72):

.2 3
fiowp+fid = ¢wy-H 0" vy

or

0 g1 -f1)-f20° y-1 0 = 0 (73)

Now go back to (70) and rearrange:
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f1¢ = flco+(1-f1)o)+;f1 (q)xAm)—;fzd)zA(D-fzq)@q)d)-fl¢

f1w+(1—fl)((oq)q)/q)+A(o)+;f1(¢><A(o)—;f2¢2Am—f2¢w¢q)—f1¢

f1w+;f1(¢an))+

1 2 3 L2 2
1—f1—2f2([))Aﬂ)+{(1—f1)¢(x)¢—f2¢ (oq)—fl(]) 9/(1)
The large term in brackets is equal to zero from (73). Thus, dividing by fi:

2
f
LI Y (74)
fi 2f1 ) —

1

0= o+ (0xA0)-

|

Using (52A) for the large term in brackets,

2 2

f 2-f

pLyRe oy 2mhe o lcoso
fi 2f 2 1] 2 1]

. (1+cos 9)o _ [ osing

2 sin ¢ 2(1 - cos ¢)
\/

a trig identity
manipulation

(75)

The Aw term can be expressed in terms of @ and ¢. By definition,
2
A0 = 0-0p0/¢ = 0-[0 -0/0)0/0 = 0- (0 0)0/¢

- Ldo-(0 oo
0

Using the triple vector product identity and ¢ - ¢ = ¢2:

s =L oxtoxol 7o

Using (75) and (76) in (74), then yields the final expression for 9

§: 0)+1q>><03+1(1-¢sin¢)¢><(q)><0)) (77)

¢2 2 (l-cos ¢)
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Equation (77) is the general equation for q> which when integrated over the interval from m
to m+1 yields the exact value of ¢ to use ;1 Equation (51). Note, that as the integration
begins (with ¢ initially zero), ¢ is equal to the integral of ® (i.e., - the second and third
terms in the Equation (77) expression start out at zero). If w is constant, ¢ will, therefore,
be generated along ®, and the cross-products of @ with ¢ in the second ar:d third terms will
remain zero. Hence ¢ will equal the integral of o for the entire interval. This is the
approximation we digcussed during the last lecture (i.e.: ¢ = J odt = o). If the rotation

of ® during the generation of ¢ is to be taken into account, the other terms in (77) must be

utilized. Note that the third term is much smaller than the second term. If the
trigonometric terms are expanded in a Taylor series, it can be shown that the trigonometric

term in brackets times iz is equal to 112 (to first order in ¢2). Thus,

¢

1(1_ ¢ sin ¢ )

2 (l-cos (1)) % (¢ X 9) = 11 o x (¢ X 9) + higher order terms

This is an order of magnitude smaller than ; ((I) X 9), and much smaller than even this due

to the 1/12 (compared to 1/2) coefficient. Hence, the second term can be neglected in the
coning equation. An additional approximation that can be used is that ¢ X ® can be

approximated by ot X ® where

oc=fwdt
m

Thus, the ¢ equation can be approximated by:

fmmdt
0 ;I(axmdt)

o+ Ag

o

>
<
Il

=2
Il

or,
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]
".
o
IQ

AQ = ;f(ocxdoc) (78)
¢ =o+ap

where
da = The gyro output count vector

Equations (78) would be approximated by a digital integration algorithm that is iterated at
high rate between the update intervals of Equation (51). This can be performed as a high
speed software function in the central strapdown navigation computer or a separate high
speed processor.
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NAV SEMINAR - LECTURE 9 NOTES

One of the fine tuning compensation terms commonly utilized with strapdown attitude
reference algorithms is an orthonormality correction that corrects the direction cosine
matrix for residual errors that may cause its rows and columns to deviate from
orthogonality and normality. This could be caused, for example, by computer finite word
length effects or truncation of the Equation (51) Taylor series under high rate inputs. The
orthonormality correction is based on the fact that the rows (and columns) of the C matrix
(relating body to local level coordinates - Equation (51)) represent unit vectors in one
coordinate frame projected on the axes of another frame. Being unit vectors along
orthogonal coordinate axes, their dot products with one another should be zero; being unit
vectors, their dot products with themselves should equal one. Deviations from
orthogonality and normality indicate an error effect that can be compensated on a regular
basis to bring the C matrix elements into their nominally orthogonal/normal condition.

To derive the equation for the orthonormality update, we first write the relation for C (i.e.,

L.. . .
Cp) in terms of its rows Ci:

Cq Note: The bar under Ci represents a row vector in this
C = Ez discussion which differs from the usual

— convention where under-bar represent a

C3 column vector.

Each Ci represents a three element row vector equal (theoretically) to the projection into the
body coordinate frame of a unit vector along local level coordinates. (e.g. - C; represents a
unit vector along the X (axis 1) local level coordinate axis, Cy along Y (axis 2), etc.). For
the orthogonality condition to be met, the dot product of the Ci’s with one another should
be zero. Lets look at a non-orthogonal condition between Ci and C> and determine a
correction that will achieve orthogonality.
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The figure shows C; and C; deviating from orthogonality (90 degrees) by the error angle

€12. Since we have no reason to assume either Cq or C; to be more likely in error, we
assume they are equally likely and apply a correction of equal amount to each. The

correction is to add a small vector amount (AC; and ACp) to each that will rotate each by
half of €17 so that a net €17 rotation between the two will be applied. The result after the
rotations (dotted vectors) will achieve orthogonality. For small €12, AC; is parallel to C»
and AC; is parallel to Cj so that:

AC = 2,
2
€
AC) = %gl

The €17 quantity is evaluated by taking the dot product of C with C». The result, since
both C; and C; are unity in magnitude to first order, equals the cosine of the angle between
them:

Cy-Cy = /Cy/ ICyf cos (725+812)

= -/Cyi/ ICy/singjp = -/Cy/ ICyl €1 = -€12

Hence:
aci = - e clo
aC = - e cla

AC = -J(c2 - c3) e

Correction for C, C3 non-orthogonality
ACs = - ez cl)c
ACs = -Jlca-cl)e

Correction for C3, C1 non-orthogonality
ACy = -;(C3 - C1)C3
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The total orthogonality correction is the sum of the above three sets:

ACy = ;( 1 C)CJ';(Cl C3)C3
AC; = -;(Cz - 03)03-;(0201)01 (79)

ACs -1(93 - 21)91 -;(C3 CJ)CJ

To adjust for normality error, we want to find a correction that modifies the magnitude of
each Ci without altering its direction. The correction should be such that after its
application, the magnitude of Ci equals one. The correction, therefore, has the following
form:

AC = g; G (80)
For the magnitude of Cj to equal one after correction:
(Ci+ac) - (Ci+ac) =1

or, substituting for AC; and assuming small €;;:

(g+eﬁg)-(c &i Ci) = (1+8i)C; (1+eu)c
=(1+8u) Ci G =(1+2g)Ci-C =1

or
1
Ci-G = ~1-2¢gj;
1+2¢;
or
1
ei = - (Ci- Ci-1)

Substituting in (80), we obtain the normality correction for each Ci:

ACy = ';[(Cl ‘91)21 -QJ
Ac = -2 ics- el (81)
ACs = - llcs c)es- ¢
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The sum of (79) with (81) is the combined orthogonality/normality correction algorithm:
1
ACt = -_lCi[Cr - Ci)+Calcr - Gl +asler - )

AC; = -;{cl (Ca-Ci)+Calcy - C)+cslcy - C3)-Cy

.

AC3 = ';{Cl (Q3 - Q1)+CJ(Q3 'CJ)"'Q%(Q?) : 23)-23}

or in matrix form:

AC (cn\(aTeT el (c
1
G | = -5 (S C|-|Ca
Cs3 Cs| \C3
AC3 :
NIty e
= |lc 1|C
2,23 Cs

where

100
I = Theidentity matrix = | 0 1 0
001

or, in terms of C (see first equation in this set of notes):

AC = ;(I—CCT)C (82)

Equation (82) is the correction to be applied to the Cg matrix to bring the rows into

orthogonality and normality. It is natural to ask if this is also the same expression that
would have been obtained if we had derived the relation to orthogonalize and normalize the
columns. The answer to this question is easily obtained by noting that the derivation of

(82) placed no restriction on C as being CI]; The same result would have been obtained for

any C, even the transpose of Cllg. If the procedure was repeated for the rows of CIlg

. . . L\T
transposed, we would derive the equation for orthonormalizing the rows of (CB) or the

columns of Cllg. Clearly, the result would equal (82), with C replaced by CT:

AcT = ;{1 T ()T T
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or

ACT = ;(I-CT c)cT (83)

The transpose of the (83) is:

AC = ;C{I T (T (84)
or
AC :;C(I-CTC) :;(C-CCTC):;(I-CCT)C (85)

which is identical to (82). Hence (82) and (83) are equivalent and an orthonormalization of
the columns or rows of C produces the identically same result.

Some of the other compensations typically utilized in strapdown inertial navigation
systems are basic sensor error corrections, gyro quantization compensation and
accelerometer size effect compensation. Sensor compensation takes the sensor counts as

they enter the computer and corrects them for known sensor errors. For example, the x-
axis gyro (and accelerometer) sensor compensation equation typically looks like:

Aoy = Ki+Kyox +K3ay+Kqoy
where

K is the sensor bias correction.

K5 is the sensor scale factor correction

K3, K4 are sensor misalignment corrections
Olx, Oly, Oz are sensor input counts

A0 is the x-axis sensor error correction (to be added to o)

For ring laser gyros, K| in general is an analytically defined function of measured gyro
temperature, with the Ky, K3, and K4 coefficients fixed. For very high angular rate/high
accuracy applications, the K» scale factor coefficient may also include temperature sensitive
terms.

For the accelerometers, both K (bias), K» (scale factor), and K3, K4 (misalignment)

coefficients are generally analytically defined functions of measured accelerometer
temperature. For high acceleration applications, the K, scale factor coefficient for the
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accelerometer may also contain acceleration sensitive terms based on accelerometer output
measurements (to account for scale factor nonlinearity).

A quantization correction can be incorporated for a laser gyro that compensates for
hysteresis and finite pulse size in the gyro readout logic. The average error introduced at

turn-around is the total deadband (d) minus the gyro pulse size (¢). The compensation is to
add this to the gyro count sample in the computer for each turn-around:

Ao = d;[sign (0n) - sign ((Xn-lﬂ

where
O is the gyro count sample
Olp-1 1S the previous gyro count sample
sign (0ly) equals 1 for o, positive, and -1 for o, negative

For motion in one direction o, = 0.1 and the above effect is zero. For a change in
direction, the difference between the o, 01 signs produce a “2”” magnitude which when
- d-¢ . . .
multiplied by = produces the desired d - € correction. The sense of the compensation is
also correct (positive for a negative turn-around: o, from + to - ; and negative for a positive
turn-around). Quantization compensation can also be incorporated for an accelerometer
depending on the type of accelerometer being used.
Accelerometer size effect compensation corrects for the fact that the three accelerometers
cannot physically occupy the same space, hence, measure acceleration at slightly different

points. Errors created by this effect are caused by angular motion and the resulting
differences in centripetal and angular acceleration between the accelerometer locations:

fai = ui{oxh+ox(oxi)
where
Aa; = The correction for the ith accelerometer

u; = Unit vector along the ith accelerometer input axis

® = Angular acceleration (computed from gyro sample differences)

l; = Linear distance from the ith accelerometer to the sensor assembly reference
acceleration sensing point
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® = Gyro sensed angular rate

INTERFACE BETWEEN NAVIGATION AND STRAPDOWN
REFERENCE EQUATIONS

.o . L
Thus far we have not made a distinction between local level axes used for the Cy reference

and the local level axes used for navigation (i.e., the two frames have been assumed
identical). The two frames may differ, however, in the definition of their X, Y, Z axes.

Typically, the local level frame axes for Clﬁ are defined with Z down, while just the
opposite is typically the case for the navigation frame Z axis. The X, Y axes for the two

frames would be parallel, but X for the navigation frame would be the Y axis for the Cg

. . L
reference frame, and Y for the navigation frame would be X for the Cy reference. Both
frames, of course, are right handed.

The navigation coordinate frame selection in the above discussion is chosen so that
calculated navigation parameters are represented in the normal Z axis up convention
traditionally used in inertial navigation with positive wander angle defined as a rotation

. L .. . ..
about a Z up vertical. The Cg reference frame selection in the above discussion is chosen

so that body angle reference data (described in the next section) follows normal
attitude/heading reference conventions (i.e., heading is traditionally defined as a rotation
about a Z down vertical).

Use of the two local level coordinate frame definitions does, however, cause some
confusion at the interface between the navigation and strapdown attitude reference
equations, requiring the following variable transformations:

ax ay
ay = ax
aZ _aZ
For navigation From strapdown
Equations (20) transformation Equation
(29) or (290)
Ox oy
@y = o
mz -O)Z
For Clé update From Equation (19C) of
Equation (33) navigation computations
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ATTITUDE/HEADING OUTPUTS

An important function in an inertial navigation system is its ability to provide
attitude/heading output data to other vehicle systems. In the case of a gimbaled inertial
system, this data is derived from resolvers mounted on the platform gimbal shafts. For a
strapdown system, the attitude/heading data is derived from the direction cosine matrix
relating body and Z down local level reference axes. The following diagram illustrates the
relationship between the Euler angles typically used to represent attitude/heading.

\lfp 0 )
Local >< \/
Level Vehicle
Attitude Body
Reference Axes
AN

In the diagram:

Yp = Vehicle heading angle relative to local level Z down reference axes (also
known as “platform heading”)

0 = Vehicle pitch angle

¢ = Vehicle roll angle

The analytical relationship between yp, 8, ¢ and the Cy direction cosine matrix elements
can be written directly by inspection of the diagram as:

Ci1 = cos B cos yp
Ci2 = -cos ¢ sin yp + sin ¢ sin 6 cos Yp

Ci3 = sin ¢ sin yp + cos ¢ sin 6 cos yp

C21 = cos 8 sin yp
C22 = cos ¢ cos yp + sin ¢ sin O sin

C23 = -sin ¢ cos Yp + cos ¢ sin O sin

Cz1 = -sin 0
C3zp = sin ¢ cos 0
C3z3 = coscos O

where
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Cij = Element ij of Clé.

From the above,

cos O = C322 + C322

So that the desired inverse relationships become:

o = tan'l@
Cs3
0 = tan'1 -G
V C322 + C352
Coy
-1
= tan" ——
Vo Cl1

In order to obtain heading relative to North rather than with respect to local level reference

axes, it is necessary to correct yp, for the wander angle (o). Thus YN (vehicle true heading
relative to true North) is given by:

YN = VYp-Q

Note in the previous relationship, that the wander angle is subtracted from yy, to obtain Y.
This is because the wander angle is defined relative to a Z up vertical (see Lecture 3) as

contrasted with YN or yp which are defined relative to a Z down vertical (see previous
section for further discussion on local level coordinate frame definitions).

It should also be noted that for pitch angles approaching +90 degrees, both the numerator

and denominator of the ¢ and j, arc tangent arguments approach zero, hence, ¢ and yy,

become undefined. This is simply a statement of the fact that for nose up or down
attitudes, roll and heading are indistinguishable (i.e., heading is measured about the vertical

and roll is measured about the vehicle longitudinal axis which is also vertical for 6 = +90
degrees). A typical implementation of the ¢, y output functions for 0 near +90 degrees is

to hold them fixed at their last computed value until 6 becomes once again sufficiently
removed from the +90 degrees singularity condition.

QUATERNIONS

A course in strapdown navigation would not be complete without including a discussion
on Quaternions. Quaternion parameters have found popular usage in strapdown
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applications for attitude referencing as contrasted with the direction cosine matrix attitude
reference parameters described previously.

The attitude reference quaternion is based on the concept of the Euler axis of rotation that
exists between two coordinate frames that have some arbitrary angular orientation relative
to one another. The Euler axis is defined as the axis of rotation about which one coordinate
frame can be rotated into the other. For any arbitrary attitude of one frame relative to the
other, one unique Euler axis exists. The attitude quaternion associated with two coordinate
frames is defined as a set of four parameters: three represent the components of a vector
directed along the Euler axis between the two frames; the fourth is a scalar quantity. The

length of the vector parameter equals the sine of /2 where B is the angle of rotation about
the Euler axis that rotates one of the coordinate frames into the other; the scalar parameter

equals the cosine of [3/2.

The discussion to follow describes how the attitude reference quaternion can be used as an
alternative to direction cosines in the strapdown attitude determination integration process,
and in the transformation operation that converts body sensed accelerations to their
equivalent local level navigation coordinate axis counterparts. Also to be addressed is a
comparison between the relative advantages and disadvantages between the quaternion and
the direction cosine matrix approaches for body attitude referencing in strapdown
navigation applications.

To introduce the quaternion concept, let’s begin the discussion in a somewhat unrelated
field: complex numbers (as in Morse and Feshbach, Methods of Theoretical Physics). A
complex number v is defined as having a real and imaginary part:

v=eili+h
where:
e, h = Scalar quantities
i = The imaginary number defined as the square root of minus one.
From the definition of i,
ii= -1

The complex number v can be thought of as a “two-vector” with components e and h in
the complex plane. We will now demonstrate that another complex number u can be

defined that can be used as an operator to rotate v through an angle ¢ in the complex plane.
We also note that a rotation of a vector is equivalent mathematically to a vector
transformation operation. Let’s define u in general as

u=ai+d

The product w of u with v is:
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w= uv = (ai+d)(ei+h) =aeii+ahi+dei+dh

(ed+ha)i+(hd-ea)

Hence, the effect of the multiplication operation of u on v is to create a new complex
number w with a real component (h d - e a) and an imaginary component (e d + h a).

If the components of u were defined as
a = sin¢ d =cos ¢
The u v product w would be:
w = (ecos 0 + h sin (I))i+(hcos 0 -esin (]))

From the latter expression it should be apparent that the u v product vector represents
vector v rotated by ¢ in the complex plane. Alternatively, w is equivalent to vector v

projected along the axes of a new complex plane rotated by ¢ from the original (see
following sketch).

Original
Imaginary Imaginary
y A Rotated
________ /\ Imaginary
Rotated v e cos S
+hsind S
e cos ¢ Original v R
+hsin ¢ B ~
’
e e v ’ :
/7 ..
, 1 o Original
| = Real y 1 Real
- h > 0 % I
| S
- ——————————————— P
, |
h cos ¢ - - >
-esind
h cos ¢ Rotated

- esin @ Real

Thus, u =1 sin ¢ + cos ¢ can be considered as an operator that transforms vector v into a
new frame rotated by ¢ from the original frame.

Let’s try to extend this concept into the world of three-dimensional vectors. If we now
consider the i parameter to represent a unit vector along the x-axis of a three-dimensional
coordinate frame, we can extend the concept of v to also include the j and k components
(i.e., with y and z axis components) as a “four-vector’:

v==eci+fj+gk+h
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where

e, f, g = The conventional components of a vector in an X, y, z three-dimensional
coordinate frame.

h = A fourth component (a scalar) which would normally be zero if v represented
a typical 3-component vector, but which is carried as a scalar quantity (e.g., in
a fourth dimension) for the present.
The u quantity is similarly expanded.

u=ai+bj+ck+d

We now define the rules of four-vector multiplication by extension of the complex number
concept using a right-handed vector cross-product convention:

ii=-1 ij = -1 kk = -1
ij =k ik =i ki =j
ii=k j =i ik = -

With the above definitions, the product w of u with v is now given by:
w=uv = (ai +bj+ck+d)ei+fj+ gk + h)

= aeil + afij+agik + ahi
+beji+ bfjj+bgjk + bhj
+ceki+cfkj+cgkk + chk
+dei +dfj+dgk + dh

= (ah +de +bg - cf)i
+(Mbh+df +ce-ag)j
+(ch +dg + af - be)k
+(dh - ae-bf-cg)

or in “Four-vector’” matrix form:

e d -c b a e
IRk
h' -a -b -¢c d h
where
A

w=ei+f'j+gk+d

To complete the analogy it would be ideal at this point if we could now equate the
components of u to a three-dimensional vector transformation operation and demonstrate
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that the 1, j, k components of w as defined above represent the transformed form of the i, j,
k components of v. Unfortunately, the analogy breaks down to a certain extent and such a
simple relationship for u is not quite possible. However, an equivalent expression for u
can be found that does possess the desired vector transformation property, if we modify
the u operation on v to be defined as

w = uvu* (85B)
where
u* is the complex conjugate of u defined by:
u¥=-ai-bj-ck+d

Carrying out the v u* product in (85B) using the previously stated rules of four-vector
multiplication yields:

vu* = (ei+fj+gk+h)(-ai-bj-ck+d)

= (ed-ha-fc+gb)i d-<cb-a

c
+(fd-hb-ga+ec)j _ | cd-a-b||f
+(gd-hc-eb+fa)k ~ | pa d-c g
+(hd +ea+fb + gc) abcd|\h

and for the newly defined w given by (85B) we find with (85A):

d-cb a d-cb-a e
W= uvu® cd-ab cd-a-b (f
-badec -bad-c g
-a-b-cd abcd h
(a2 +a2-b%-c?)  2(ab-cd) 2 (ac + bd) 0 |
c
2(ab+cd) (d2+b2-c2-a2%)  2(bc-ad) 0 ¢
= (85C)
2 (ac - bd) 2(bc+ad) (d2+c%-a2-b?) 0 g
2 2 2 2 h
i 0 0 0 (aZ+b2+c2+d?) |

We now equate the components of u to the previously defined quaternion rotation
parameters. If the Euler axis for the rotation operation in question is denoted as having i, j,

k components of /, m and n, and the rotation magnitude is ¢, the four components of u are
given by:

N |-e

a = lsin9 b = msin - c = nsini d = cos

N | -S
<
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If we now define a vector ¢ as lying along the Euler axis with magnitude ¢, we can also
write:

l = (I)fx m = (I)—y n = %
o o o
where
Ox, Oy, & = The components of 9
Thus,
a =(1)—Xsin9 b=(1)—ysin9
o o
(85D)
c % sin 9 d = cos —
) 2

Substitution of (85D) into (85C) after application of appropriate trigonometric identities
equates to:

i 1_(¢y2+¢z2)m _0z 2 Ging+ox0y (lcﬂ hsinq)w)xq)zw 07
0z (1 C°S¢) 2,4 2 (1-COS¢) ox . (1 Cos(]))
0 ——sin¢+dxhy 1—(¢X +0, ) 5 Fsmq)+q)y(])Z 0 e
Ve ° f1 (85E)
Y iy, 0B Ox g p,10030) (g 2,4 2)Ic0s0) | B
¢ q>2 o ¢ ¢2

The upper left 3 X 3 elements in (85E) are equivalent to:

This is identically the same expression derived in Lecture 7 (Equation (50)) for the
direction cosine matrix between two coordinate frame rotated relative to one another by the

rotation vector ¢. It can be concluded that the quaternion operation defined by Equation

(85B) with (85]3) is equivalent to a vector transformation operation on the three vector
components of v.
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A Quaternion for Strapdown Body Attitude Referencing -- The previous discussion has
introduced the concept of the quaternion and its relationship to the direction cosine matrix.
For the strapdown attitude referencing problem, a quaternion representing the attitude
orientation between body and local level navigation axes is computed through an
integration process. The quaternion elements are then converted to their equivalent
direction cosine form when required for strapdown vector transformation operations, or to
evaluate Euler angle outputs.

If the quaternion relating body to local level navigation axes is defined as

g =

=
o0 oW

the equivalent to the Cllg direction cosine matrix was shown through equations (85C),
(85E), and (50) to be:

(a2 +a2-b2-c?) 2 (ab - cd) 2 (ac + bd)
Cp = 2(b+cd)  (@+b2-c?-a2)  2(bc-ad) (85F)
2 (ac - bd) 2 (be + ad) (a2 +c?-a2-b?)

As for the direction cosine updating operations discussed in Lecture 6, the quaternion
integration process can be divided into two steps: updates for body motion, and updates
for local level motion. The body motion updates are typically handled at a high rate (e.g.,
100 Hz) using a high order algorithm, while the quaternion updates for navigation frame
rotation can be accurately handled at a lower rate (e.g., 10 Hz) using a simpler first order
algorithm.

Attitude Reference Quaternion Updating for Body Motion -- For body motion updating,

let’s define q at two different times, ty and tmy 41, relative to the navigation frame attitude

at time t,. These values for qllg will be denoted as qlﬁ(&)ﬂ and qllg((rrlg +1)

direction cosine nomenclature in Lecture 7. Further, let’s define another quaternion
hB(m)

B(m+1)
represents the Euler axis and angle relating the body attitude at times t;;, and t;,+1 we can
write as in Equation (85D):

analogous to the

relating the body attitude at the ty, and ty+1 points. If the rotation angle vector ¢
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B(m) 0]

hB(m+1) =

COS —

or in equivalent mixed vector/scalar notation,

B(m) .0 o
hBErnr:H) = (9/(1)) sm5+cos§ (85G)

where
0 = Oxi+0yj+o,k

The components of ¢ for (85G) are evaluated from gyro body axis data exactly as
described in Lectures 7 and 8.

The problem we now pose for the quaternion body motion updating problem is: given

hggllj from Equation (85G), how does one calculate the updated attitude quaternion

qlé((?g +1) from the previously calculated value qlé((lrlr)l]? The solution is obtained by
observing the effect of the quaternion operator on an arbitrary four-vector v. The four-
vector v can be defined in each of the coordinate frames of interest (L(n), B(m), and
B(m+1)) as vLM), yB(m) and yB(m+1)  The relationship between the components of v in
these frames is obtained by application of the quaternion transformation rule given by
Equation (85B):

yBm) _ B(m) VB(m+1)(hB(m) *

B(m+1) B(m+1)

L L(n) B L(n) \*
vEm = 4B (m)V (m)(qB(m))

or, in combination:

L L(n) \ B(m)  B(m+1)[;,B(m) ¥ L(n) |
v = 4B (m) PB(m+1) ¥ (m )(hB(m+1)) (qB(m))
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The following conjugate product rule for quaternions can be easily demonstrated by
component expansion and application of the four-vector product rules:

B(m) V¢ ( Lm)\* [ L(n) ,B(m) |*

(51 (a5m) = (a5 Bacme)
hence,

L L(n) ,B(m) B (| Lm ,B(m) |*

vE < dB(m) MB(m+1) V (me+ )(qB(m) hB(m+1))
but,

L L(n) B nf Ln) \*

vEm = dB(m+1) VY . )(qB(m+1))
therefore,

L(n) L(n) . B(m)
dB(m+1) = 9B(m) MB(m+1) (85H)

Equations (85G) and (85H) define how the attitude quaternion qlﬁ is updated from cycle to

cycle in the system computer as a function of the body rotation angle vector ¢ determined
as in Lectures 7 and 8 from gyro input data.

Attitude Reference Quaternion Updating for Local Level Motion -- Let’s now define

rLEEil) as another rotation quaternion relating the local navigation frame attitude at times ty

and th41:

r]]:gil) = (0/6) sin 2 + Cos g (85D)

where 0 is defined as the Euler axis rotation vector in local level coordinates that rotates the
L frame from its orientation at t, into its orientation at ty+1. We also note at this point that

. . L(n+1). .
the inverse quaternion rLg; ) is given by:

r]]:g;rl) =-(0/0) sin§+ cosg (85))

The latter relationship becomes obvious when one recognizes that the Euler axis in frames
L(n) and L(n+1) have identical components (i.e., the Euler axis is the axis about which
L(n) revolves into L(n+1); hence, the Euler axis is stationary in the L frame as L rotates
from its t, orientation L(n) into its ty4+ orientation L(n+1)). The angle value for the
rotation from t,] to t,, of course, is the negative of the angle value for a rotation from t, to
tn+1. Thus, the justification for (85J) compared to (85I).
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We now apply the test vector v (as for body motion updating ) to q and r to determine the

relationship between qlé((?l)) and qlé((lll:)rl) in terms of rigrgl)

JLa+) _ L+l L(m VB(n)( L(n+1) L(n))*

=T m) 9B I'Ln) 9B(n)
but,
L(n+1 L(n+l) B L(n+1))*
vEoHD - dBm) V (n)(qB(n)
therefore,

L(n+1) L(n+1) L(n)

4B(n) L) 9B(n) (85K)

Equation (85K) with (85J) shows how the quaternion qu; is updated for local level frame

motion. The 0 vector in (85]) can be approximated to first order (as in Lecture 7) as the
time interval Ty, between t, and t,4] times the average value of the local level navigation
frame angular rate over the t, to ty41 interval:

Ty
9 = ﬁ(n) +9ﬁ;(n+l) 7 (85L)

Differential Equation for the Body Attitude Reference Quaternion - A differential equation
for the body attitude quaternion can also be derived from Equations (85G), (85H), (85J),

and (85K) by analyzing the case where q]lg is updated by a body rotation and navigation

. . . . . L
frame rotation over a given time interval. From (85H), the change Ap in gg due to the
body rotation h is:

L L(n) .B(m)  L(n) L(n) (, B(m)
Ap (qB) = dB(m) MB(m+1)~ 9B(m) = qB(m)(hB(m+1)‘ 1)

. . L .. L
From Equation (85K), the change AL in qg due to navigation frame rotation is:

L\  Lm+l) L) Ln) L(n+1) L(n)
AL(qB) =T ) 9Bm)- 9B(n) = (rL(n) 'l)qB(n)

. . . . . . L
For the same time intervals (i.e., equivalencies between m and n), the total change A in gg
is the sum of the latter two expressions:

L L(n) (, B(n) L(n+1) L(n)
Aqg = qB(n)(hB(n+1)‘1) + (rL(n) ‘1)qB(n) (85M)
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We now return to equations (85G) and (85J) for h and r to evaluate the previous (h-1) and
(r-1) terms over a small time interval (t, to ty41) such that 9 and O are small:

ey 1= (0/8)sin S +cos T 1 = f0r6) 411 = o

L(n+1) 1
T -l~-50

Using the shorthand qlﬁ for qlﬁ((?l)) , (85M) then becomes:

L 1 L 1
Adg = Sqg¢-

L
0
4B, Y4B

We now divide the latter expression by the time interval for the qllg change (At) and let At

. . . . L
go to zero in the limit to obtain an expression for qg.

‘L 1 L, 1 1(,. 1 L
qp = 2qB(hm¢) - 2(hmAt9)QB

At— 0 At— 0

From Lectures 5 through 8 it should be clear that:

B L
hmiq) = Op limiﬁ = oy,
At At
At— 0 At— 0
Therefore,
‘L 1 L B 1 L L
qB =5qB QIB‘EQ[L dp (85N)

Equation (85N) is the differential equation describing the rate of change of the body attitude

B
quaternion in terms of strapdown gyro sensed rates (O)IB) and calculated local level

L
navigation frame rotation rates ((x)]L) Equation (85N) directly parallels the equivalent

relationship for the Clé direction cosine matrix rate given by Equation (33). Note that
Equation (85N) is a four-vector equation that must abide by the rules of four-vector
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multiplication if it is to be expanded in terms of its components. As an exercise, it is
interesting to look at the component form of (85m). If we define:

(l)x (1)1
B L (V)]
OB = o o =
('OZ (1)3
0 0
with, as before:
a
L _|b
dg = c
d
Equation (85N) becomes:
a Wx 0 -3 (017
) d-cb a a
b| _ljlcd-ab||O]| 1] @3 0 -0 mm|p
| 2/-badc 2 C
c 0] 0 o 0 o
) -a-b-cd “ 3 d
d 0 o -0p -03 0
or
a
_ d<b]| ™ dcbl[™
bl _1lcd-a 1l—<cda ®
sl T2 bad]| Y [2lbad |®
) -a -b -¢ -a -b -¢
d (DZ (DS
or equivalently:
a 0 (e, + 3) -(®y+032) (e - 1)
. a
b | 1 —(0)Z+ (03) 0 (mx+0)1) ((oy—mz) b
c 2| (oy+ ) -lox+or)) 0 (- w3) 3
d loc-o1) -(oy-0p) lo-0) 0]

Comparisons Between Quaternion Parameters and Direction Cosines for Strapdown Body
Attitude Referencing -- The tradeoff between direction cosines versus quaternion
parameters as the primary attitude reference data in strapdown inertial systems has been a
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popular area of debate between strapdown analysts in the past. In its original form, the
tradeoff centered on the relative accuracy between the two methods in accounting for body
angular motion. These tradeoffs invariable evolved from the differential equation form of
the direction cosine and quaternion updating Equations (33) and (85N) investigating the
accuracy of equivalent algorithms for integrating these equations in a digital computer
under hypothesized body angular motion. Invariably, the body motion investigated was
coning motion at various frequencies relative to the computer update frequency. For these
early studies, the tradeoffs generally demonstrated that for comparable integration
algorithms, the quaternion approach generated solutions that more accurately replicated the
true coning motion for situations where the coning frequency was within a decade of the
computer update frequency.

As presented in these lecture notes, both the quaternion and direction cosine updating
algorithms have been based on processing of a body angle motion vector ¢ which already

accounts for coning motion (as discussed in Lectures 7 and 8). These updating algorithms
(Equations (85H) with (85G) for the quaternion and (51A) with (51) for direction cosines)

represent exact solutions for the attitude updating process for a given input angle vector ¢.

Consequently, the question of accuracy for different body motion can no longer be
considered a viable tradeoff area. The principle tradeoffs that remain between the two
approaches are the computer memory and throughput requirements associated with each in
a strapdown navigation system.

In order to assess the relative computer memory and throughput requirements for
quaternion parameters versus direction cosines, the composite of all computer
requirements for each must be assessed. In general, these can be grouped into four major
computational areas:

1. Basic updating algorithm
2. Normalization and orthogonalization algorithms

3. Algorithms for conversion to the direction cosine matrix form needed for
acceleration transformation and Euler angle extraction

4. Initialization algorithms

* Basic Updating Algorithms - The basic updating algorithm for the quaternion
parameter is somewhat simpler than for direction cosines as expansion of equations (85H)
and (85G) compared with (51A) and (51) would reveal. This results in both a throughput
and memory advantage for the quaternion approach. Part of this advantage arises because
only four quaternion elements have to be updated compared to nine for direction cosines.
The advantage is somewhat diminished if it is recognized that only two rows of direction
cosines (i.e., 6 elements) need actually be updated since the third row can then be easily
derived from the other two by a cross-product operation.

* Normalization And Orthogonalization Algorithms - The normalization and

orthogonalization operations associated with direction cosines are given by Equation (82).
For the quaternion parameters, a normalization operation can also be defined that maintains
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the sum of the squares of the quaternion elements at unity (i.e., from Equation (85D), the
ideal quaternion has this property). It can be demonstrated following a procedure similar to
that leading to the normalization portion (Equation (81)) of the direction cosine
orthonormalization operations, that the quaternion normalization equation is given by:

Aq = —;(a2+b2+02+d2—1)q =—;(qq*—1)q (85P)

where

a, b, c,d = The four quaternion elements

Aq = The correction to q which when added to q, normalizes q (i.e., sets the sum
of the squares of the elements to unity).

Equation (85P) for the quaternion is generally simpler to implement than Equation (82) for
direction cosines. If only two rows of the direction cosines matrix are updated (as
described in the previous section) Equation (82) reduces to three algebraic operations: the
dot product of each row with itself for normalization, and the dot product between the two
rows for orthogonalization. The resulting computations are half that dictated by (82), but
are still more than required by (85P) for the quaternion. Since the orthonormalization
operations would in general be iterated at low rate (as discussed in Lecture 7), no
throughput advantage results for the quaternion. Some memory savings may be realized,
however.

A key factor that must be addressed relative to orthonormalization tradeoffs is whether or
not orthonormalization is actually needed at all. Clearly, if the direction cosine or
quaternion updating algorithms were implemented perfectly, orthonormalization would not
be required. It is the author’s contention that, in fact, the accuracy requirements for
strapdown systems dictate that strapdown attitude updating software cannot tolerate any
errors whatsoever (compared to sensor error effects). Therefore, if the attitude updating
software is designed for negligible drift and scale factor error (compared to sensor errors) it
will also implicitly exhibit negligible orthogonalization and/or normalization errors.

* Algorithms For Conversion To The Direction Cosine Matrix - If the basic
calculated attitude data is direction cosines directly, no conversion process is required. For

cases where only two rows of direction cosines are updated, the third row must be
generated by the cross-product between the two rows calculated. For example:

C31 = Cip Cp3-Cy3 Cp2

Csp = Ci3 Co1-Cyp Cp3 (85Q)
C3z3 = Cq1 Cx2-Cyp Cy1

For quaternion parameters, Equations (85F) must be implemented to develop the direction
cosine matrix, a significantly more complex operation compared with (85P) for the two-
row direction cosine approach. Since direction cosine elements are generally required at
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high rate (for acceleration transformation and Euler angle output extraction) both a
throughput and memory penalty is accrued for the quaternion approach.

* Initialization Algorithms - Initialization equations for direction cosines will be
discussed in Lecture 11. In general, the method to be described is based on a measurement
or a normalized acceleration vector, and equating this to the third row of the directional
cosine matrix. The other two rows are then initialized to be orthogonal to the third at an
attitude about the third that simplifies system testing. If the same technique were applied
when using quaternion parameters, the direction cosine elements would first be calculated
similarly, followed by an inverse of Equations (85F) (i.e., a direction cosine to quaternion
conversion). With this approach, the quaternion initialization process would be more
complex since it would include the same direction cosine initialization steps (or a good
portion thereof) plus the conversion to the quaternion format.

Alternatively, a dynamic erection algorithm can be established that “closes-the-loop” on the
quaternion/conversion-to-cosines/acceleration-transformation equations by implementing

L L
the oy vector term in equations (85N). The wy vector would be controlled to rotate q so

that the resulting horizontal components of the transformed acceleration vector are nulled.
When horizontal null is achieved, the quaternion attitude is leveled, hence, initialized. (It
should be noted that a similar technique can also be used with direction cosines rather than
the direct approach described in Lecture 11). The disadvantage with the servo dynamic
approach to initial erection is that it is somewhat slower than the direct approach described
in Lecture 11, and does not allow positive control of the azimuth orientation of the resulting
wander azimuth coordinate frame. Some inefficiencies are thereby produced in the process
of converting vector data from the resulting wander azimuth coordinates to a more tractible
frame for test data interpretation.

It can be concluded that the initialization algorithms for quaternion parameters are at best
equal to direction cosines (for the less preferred dynamic erection approach) and at worst,
more complex than direction cosines for the direct initial erection approach. The net result
is a memory penalty for the quaternion approach (throughput is not a handicap during
initialization operations).

* Tradeoff Conclusions - From the above qualitative discussion, it is difficult to
draw hard conclusions regarding a preference for direction cosines versus quaternion
parameters for attitude referencing in strapdown inertial systems. Pros and cons exist for
each in the different tradeoff areas. Quantitative comparisons based on actual software
sizing and computer loading studies have led to similar inconclusive results. Fortunately,
today’s computer technology is such that the slight advantage that one attitude parameter
approach may have over the other in any particular application is insignificant compared
with the composite total strapdown inertial system throughput and memory software
requirement. Hence ultimate selection of the attitude approach can be safely made based on
“analyst’s choice”. On this basis, it is the author’s opinion that the use of quaternion
parameters introduces an additional and unnecessary conceptual detail into the strapdown
computational process and that therefore, direction cosines, the attitude form ultimately
required for other computational operations, is the preferred attitude updating approach.

173



STRAPDOWN ATTITUDE REFERENCE EQUATION SUMMARY

The overall summary of the strapdown attitude update and accelerometer transformation
calculations based on direction cosine body attitude referencing is illustrated by the block
diagram on the following page. This portion of the software interfaces with the navigation
equation block diagram of Lecture 4. Its net effect is identical to the interface that a
gimbaled platform would have with the navigation equations. Hence, the term “electronic
gimbal” has been used to define this computational element. The diagram includes
representative iteration rates for the computational elements that might be utilized in
modern day strapdown inertial navigation systems. This diagram summarizes the material
presented in Lectures 5 to 9. For the next lecture we’ll discuss the effect of uncompensated
sensor errors and how they propagate into navigational errors in the system computer.
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STRAPDOWN INS ERROR CHARACTERISTICS

LECTURE 10
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NAV SEMINAR - LECTURE 10 NOTES

The previous nine lectures discussed the theory of strapdown inertial navigation assuming
that perfect measurements of rate and acceleration were attainable with the strapdown
gyro and accelerometer sensors. In reality, the sensors are not perfect and their actual
outputs are in error from the true rate and acceleration inputs. Since the strapdown
computer has no way of distinguishing perfect from imperfect measurements, it processes
the imperfect measurements, assuming that no errors exist (i.e., using the equations
developed in Lectures 1 - 9). As a result, the computer outputs deviate from the true
navigation solution. This lecture discusses the characteristics of the navigation errors
generated in the computer due to sensor input errors. Before proceeding, the definition of
sensor error must be clearly defined. By sensor error, we mean the unknown error in the
sensor output that is not corrected by the compensation terms discussed in Lecture 9.
These can be caused by sensor compensation errors (due to imperfect calibration
measurements), sensor error instabilities (unaccountable variations in the sensor errors
from turn-on to turn-on over long term, for example), or imperfect forms of the
compensation equations (errors in our basic understanding or modelability of the sensor
errors being compensated).

We begin by defining an analytical model for the computational process being performed
on the sensor signals (a composite of the basic strapdown navigation equations developed
in the previous lectures). Since we are considering the strapdown computation equations
as “transfer functions” for the sensor errors (into navigational error) we need only include
the dominant terms in the equations for error analysis purposes (e.g., small effects such as
earth’s oblateness can be neglected). To simplify the discussion, only horizontal short
term navigation errors will be considered, hence, inclusion of the vertical baro control
loop is omitted. The figure on the following page provides the analytical model. It
represents a summary of Equations (8), (13), and (33) developed previously with the
following changes in nomenclature:

C; = The direction cosine matrix from J to K frame coordinates (i.e., transforms
a vector from the J-frame to the K-frame). In our case the direction

cosine matrices used are: Clé from the B (body) frame to the L (local

level) frame and CE from the L-frame to the E (earth) frame (previously
identified as D in Lecture Notes 2).

L . .
oyg = The angular rate of frame K relative to frame J as seen in the L-frame.

Since wjK is a vector quantity, it can be evaluated in any coordinate set
(say the L-frame) to obtain numerical values for its components in this

. . . B
coordinate frame. For our case, the vectors we are dealing with are wyg,

E L L . . . . .
O, OF, O, (i.e., the body rate relative to inertial space as measured in

body axes sensed by gyros, the earth rate relative to inertial space as
measured in the earth and local level frames, and the rotation rate of the
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local level frame relative to the earth frame as measured in the local level
frame.) The second and fourth quantities were previously identified (in

Lecture 2) as p and €.

QB = Specific force acceleration vector (sensed by accelerometers) as measured
in body axes (i.e., strapdown accels).

yL = Vehicle velocity relative to the earth as measured in local level axes (v in
Lecture 1).

gL = Apparent gravity in local level coordinates (g” in Lecture 1).

L . L
Qg = Skew symmetric form of wyk.

R = Earth’s radius.

L . . .
up = Unit vector upward along the local vertical as measured in local level axes

(i.e., having X, y components of zero and z component of one).

L
The equation for gy, in the figure is the simplified form of Equations (19) (e neglected)

with p, = 0 (i.e., azimuth wander implementation). The equation for wg in the figure is
the basic vector transformation relation used in the equations leading to Equation (20).

E . . . ,
The o vector is a known quantity (i.e., earth’s rate equals ®e along y and zero along x

and z in the earth frame - Lecture Notes 3).

. . B . .
In order to ascertain the effects of errors in ;g and aP on the computational elements in

the previous figure, we must define actual gyro and accelerometer measurements of these
quantities (that include sensor errors) as:

* B
o and

*
a

B

with associated sensor errors as:

B
dwp
Gyro Error

Sab

Accel Error

A

* B
(O] -

Gyro Output

*
gB

Accel Output

B
(O]

Gyro Input

gB

Accel Input
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. . .. ¥B .
The computed navigation parameters in the actual system (with g and ﬁB inputs) are
identical in form with those in the figure and will be denoted similarly, but superscripted
with an (%), i.e.:

*L %
VL

*E
Cg, v, Cp, ete.

The associated errors in these quantities are defined as the differences between them and

. . . . B
the correct values calculated with perfect (error free) sensor inputs (i.e., with ®g and gB
as in the figure):

L *
8Cp = C]]g - Clﬁ Svl = bk etc.

. . B o
A set of equations relating the sensor errors (6~ and SgB) to the navigation parameter

L . . . . .
errors (OCp, etc.) can be obtained by subtracting the equations in the diagram (the perfect
error free set) from the equivalent form of the same equations, (with the * parameters

.. . *B xp . . .
containing errors and erroneous sensor inputs g, a ), and introducing the definitions

given previously for the resulting differences (errors). The result can be put in block
diagram form as illustrated by Figure 2 representing the error model for the system. If
the error diagram is compared with the original total computation flow diagram it should
be apparent that the two equation sets are similar in form since the latter represents the
differential of the former. It should also be apparent that two new variables have been

. L . . "L “E .
introduced (¢ -, QL) which represent the errors in the Cg and C; matrices. These new

variables reﬁresent small angular error vector quantities. Their relationship with the
errors in the cosine matrices can be understood through the following example.

Consider an arbitrary vector V expressed in body axes (VB). Its form in local level axes
(VL) is:

Vi o= clvB (86)
The computed form of the same relation in the navigation computer would be:
VL élé §B (87)

Defining computed errors (as before) as:
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Then

{B = vB4svB (88)

L
Ch =k +sci

Substituting (88) in (87) and introducing (86) obtains the expression for SXL in terms of
SXB and SCI]§ (i.e., the error equation):
v+ avL = [ch+ 505) (vB + 5vP)
= CL VB+5Cy VB +Ch 5B
+ 8CI§ 8VB (second order and negligible)
= VL +8Cg VB +Cf VB
or

L
sVE = 8Cy VB +C VB (89)

. . . L . XL o L
To obtain an equivalent expression for 8Cp, we define Cy as the combination of Cg

followed by an additional error rotation matrix:

LA 1 L (90)

where:
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ety

C,; = Small rotation direction cosine matrix relating the nominal level frame (L)

k
and the computed level frame (L) orientation. For this case, B is assumed
%
fixed and L (or L) is referenced to it. It is equally valid to consider L fixed
%k
and B (or B) defined relative to it. The choice depends on which

coordinate frame the error is more conveniently defined for error analysis
purposes.

Expanding (90):

CE = (-1+Cphcy = Cy-a-cHck

With (88),

5Cg = - (- ChHCk o1

In Lecture Notes 5, we observed that a small rotation direction cosine matrix could be
expressed as:

I T T
Clo= | -0, 1 o
oy 0x 1 |

where

dx, dy, 0, = Small angular rotations about the L-frame X, y, z axes between the L
and L frames (the rotation of L relative to L). Note that the signs
%

. . L . B .
are inverted in the C; expression above (compared to CBgﬁll) in

Lecture 5) because the angles now are from L to f (compared with
the inverse of B(n) to B(n+1) in Lecture 5).

Alternatively, the above is:
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L

., [1o0o0] O 0 9
L _ _ L (92)
CL =010/ ¢ 0 -0 =I-(0x%
001
-0y Ox O
where
(¢L x) = Skew symmetric cross product operator form of the vector 91‘ where:
L
Ox
L
o = 1oy
0z

The cross-product convention is used because, as is easily verified by the above definition
L . . . . .
of (q) x), its product with an arbitrary vector VL is equivalent to the cross-product of the

. L
vector with ¢

vt =

0" x VE (93)
Substituting (92) in (91):

5Ch = -|1-1+[o") = -[o"x) C} (94)
Now substitute (94) in (89):

SVh = - (QL ><) Cllg vB 4+ C]]§ svB

Which, with (86) and (93) is:

VL = -[o"x)VE+ch VB or

8V = -0 x Vh+cp 8P (95)

Equation (95) is the error form of (86) that is equivalent to (89). The difference is that

L. . . L .
the angular error vector ¢ is used to represent the rotation error in Cg. From (95) it

185




should be apparent that this is equivalent to a rotation of the vector XL by the angle d)L
(i.e., this is the effect of the cross-product operation) which is also the effect of rotating

L ..
XB through a Cp that is in error.

The latter technique is utilized in deriving the error block diagram (shown previously)

. .. . L . .
from the basic navigation equations. The ¢ ~ vector in the diagram represents the angular
. L . . L .
error in the Cg matrix, the gL vector represents the angular error vector in the Cg matrix.

L . . . . . .
The dg ~term is the error in gL (due to local gravity anomalies and errors in the gravity

model used in the system, typically on the order of 20 ug’s). A complete derivation of
the error equations is contained in Appendix B at the end of these Lecture Notes.

We can now analyze the error block diagram to determine the system error response (SyL,

L . B o
o, QL) to system input errors (0wyg, SQB, SgL). In terms of navigation parameters:

SXL = Error in the system computed velocity.

L

¢

Error in the system computed attitude.

L

e Error in the system computed position in terms of angular deviation (arc

minutes or nautical miles for the horizontal components). The vertical

component of gL is related to the wander angle error and is not normally of
interest for error analysis purposes.

To investigate the principal short term (1-2 hour) characteristics of the system, most of
the terms in the error block diagram can be neglected to obtain the simplified form in the
following figure.

The associated error differential equations are:

‘L L. B L L L L
o ='C35@B'(9|E+9EL)XQ + SR,

SX'L = CI]g 5aB + a X?L
Sopr, = - (ug x v (96)
RVRTTE
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Equations (96) can be rearranged to a form that lends itself more simply to qualitative

. . . . L . ‘L
analysis. We first differentiate dwgy and substitute v

-L .
SOEL é(uﬁ X SXL) = ;uﬁ X (CIé 8a® + ak x QL)

- 11{ uk x(ck 8a%) + ug x (o x o'

Applying the triple vector product identity (see Lecture 8):

ug % [abx 0" = [l xot)xug = [uk-at) o+ {uk - 0ot
Hence:
SQIEL = é{ulﬁ X (Cllg SQB) + (glli : 9]‘) al - (Elﬁ . gL) QL} (96A)

. . . . L
If we define SXL as having a vertical (OvRr) and horizontal (SXH) component, we can
write:

L _ L L
dv~ = OVR ug + Ovyy

L 1({L Ll (L L
dWR, = R(uR X v ) = R(URXSVH)
(96B)
L
ug X S0gL = éub(ulﬁ%va) = - vy
L
SXE = -R (Eﬁ X SQEL)
Similarly,
L 1({L L
o5, = o < v (96C)
where:
L

vy = The horizontal component of v,

With (96A, B, C), (96) becomes equivalently:
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L L. B L L L L
¢ =-C3591B'(91E+95L)><9 + dwEL

8@];1 = llz{uR X (CB 5aB ) + (glli : QL) gL - (Elﬁ QL) QL}
97
dvh = R [ug 3o
L 1 ( L )
OeL = R \UR*VH
e = SQELL

. . . . L
We now introduce the idea of vertical and horizontal components for gL and ¢ . If the

upward vertical component of gL is approximated by g (i.e., essentially horizontal flight),
we can write:

= 0R uR + q)H
Vertical Components 4‘ ’7 Horizontal Components
a- = g uR + aH
Application to the terms in (97) yields:

(u]ﬁ ¢)a '(ulﬁ EL)9L=¢R(§1L{+gglﬁ)-g(9h+¢1zglﬁ)=¢R§h-gﬁh

L L 1(L_ L L L 1{L_ L L 1 L
®p, X ¢ =EERXXHX9H+¢RER zﬁERXXH X¢RER=§¢RXH

L L L L L L L
OEXx¢ = opX|¢g+9orug) = OR OFXug

In the latter equations, the approximation has been made that ¢r (the vertical component

of (1) or the heading error) is generally larger than ¢H Substituting into (97) then
obtains:
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‘L L - L B L L 1 L L
(0 =?H+¢RER:‘CBSQ[B'¢R9[EXER'E¢R¥H+59EL

‘L 1| L L L L
dWEL = R|uR X (CB SQB) +O0Rag-g 9H
L
It should be clear from the above that SEEL is a horizontal vector (i.e., the E]ﬁ X () term

is horizontal since it is perpendicular to ugp, and the other components are horizontal by

_ - L L : L . : .
definition). Similarly, the o X ug term in the ¢ equation is horizontal. With these
‘L
factors in mind, the ¢ equation can be divided into two parts by taking the dot product
.. L . : : L : :
with ug (for the vertical part), and subtracting this from the ¢ total equation to obtain the
horizontal part:

' L L. B
OrR = -ug - (CB 8QIB)
L L. B L L.B)L L L 1 L L
o = - Cg Syp + up - (CB 6%B)UR'(DRQIEXUR'RCIJRVH"‘SQEL

With the latter simplifications, (97) becomes the final form:

0 = -EIIE' (CI§ 59]13B)

L. B L L. B| L L L 1 L L
oy = - Cp doyp + u - (CB 8QIB)UR'q)RQIEX11R'R(1)RVH+59|5L

‘L 1 L ‘L
Soet = &< (Cl 80+ om a2 047 | = dory 98)
L L L L
L L L L

Equations (98) are shown in block diagram form on the next page. The block diagram is
now in a convenient form to analyze the characteristic response of the system errors.

We first observe that a closed dynamic loop exists containing two integrators with a
negative loop gain of g/R. This should be recognizable as an undamped oscillator with

natural frequency @, given by:
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2
Numerically, ®, = SZ radians per minute corresponding to a period of 84 minutes. This

is the so called Schuler frequency. The characteristic response of the errors in an inertial
navigation system contain the dynamics of the Schuler oscillation as remnants of
imperfections in the system operating through the navigation equations.

L L
For the case of constant sensor errors and system parameters (vyy, Org), the response of

. L L L ; o
the horizontal system errors (¢, vy, and epy) can be obtained qualitatively from the

diagram by inspection, as illustrated by the qualitative response curves sketched on the
next following page.

The associated error equations (solutions to differential Equations (98)) can be shown to
be:

L L L L) sinmet SINMet
QH = 9H0 CosMot - OR, (QIE X QR) — + SQELHO .
o (O)3)
L.B L L . B sin®yt
- {CB e - ug - (CB SQIBH
®o

R
(6]
+ uR (CB da );(1 - coso)ot)
S%LL = SQIéLocosmot - q)IfIOmo sinmot + OR,, (9,1;: X uji) (1 - coscoot) + évh
{CB 8913 (CB SQIBH (1 - cosmot)
- k- (ch s [of: x uk + Vi (t : Sin(’)"t) (99)
()

L (L 0o .
+ug X (C BgB) =2 sinmet
R X|\CB o

L L L sinMpt L sinMyt
e = e - o1, 1 - cosont) + B, "+ g, oy x |-
o (!)0 ('00

+ e sof- .- cf aof -

®o

1 L
+EXHt

L (L B L 1L 2 (l-coscoot)
-lug - (Cg 0wy ) X up + — "
LR QIE URF p YH|(5 )

(6]
1
+uR (CB da )g (l—coso)ot)
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with

(99)
S0, = é(UE X dvi;

(o)

In generating the solutions to the Equations (98) differential equations it was assumed

L . . L . .
that aj; (see Figure 4 diagram) was such as to generate vy; rapidly (instantaneously) at the
start of flight (t = 0) and from then on to equal zero (i.e., approximating an acceleration to

a cruise velocity yﬁ and then maintaining yﬁ). The effect in the Figure 4 block diagram

L
is to immediately build up a signal on the dwgy value of ¢R, 112 ylﬁ due to transmission of
L L 1 L. . L
¢R, through ay; at t = 0. The dwgy, value of ¢r, R vy 18 then fed back into the ¢y
L
integrator, canceling the ¢r, transmission to ¢y through the évh block. The result is

. . . 1 L. .
that the Schuler transient associated with ¢R R vy is effectively blocked and a constant
ramp is produced at gL (the effect on SXL is to produce a constant offset error).

By analyzing the Equations (99) solutions the following can be ascertained regarding the
behavior of the navigation system error characteristics. Again, it should be remembered
that these considerations are approximations and are valid for the early flight phases (first
hour or two).

B
1. The effect of horizontal gyro drift components (Clﬁ dwg with the vertical
component removed) is to generate an unbounded position error (QL) with average
slope proportional to the gyro drift. Quantitatively, 0.01 degree per hour gyro
drift produces 0.01 x 60 arc min per hour or 0.6 nmph (nautical miles per hour)

position drift @L). This is the reason that inertial navigation system require 0.01
degree per hour gyros to meet 1 nmh requirements.

2. Horizontal gyro drift produces an offset Schuler oscillation in the velocity error

L . . . . .
(dwgy, can be considered as the velocity error in arc min per hour or knots) with

the Schuler oscillation amplitude and offset both equal to the gyro drift (i.e., a
Schuler oscillation from zero to twice the gyro drift). For 0.01 degree per hour

drift, the peak velocity error is 0.01 x 2 x 60 = 1.2 knots, occurring at 42 minutes
fromt=0.

3. Horizontal gyro drift produces a sinusoidal error in the platform attitude with a
peak amplitude equal to the drift rate divided by the Schuler frequency (4.46
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rad/hr). For a 0.01 degree per hour drift, attitude errors of 0.01 X 60/4.46 = 0.15

. . . L.
arc min are generated. Platform horizontal attitude errors (¢yy), in general, are

insignificant compared, for example, to the error in knowing the attitude of the
sensor assembly relative to the vehicle axes (several arc min).

. Vertical gyro drift rates generate a linear unbounded velocity error build-up

L
(dwgy ) and parabolic position error build-up. Typically (for 1-2 hr flights) the
effect is small compared to the effect of horizontal gyro drift. For example, for a

0.01 degree per hour drift rate, 600 knots cruise velocity (X[]:i), and 10 degree/hour

. L L .o L :
horizontal earth rate effect oy X ug, the error in dwgy after 1 hour is

approximately (0.01/57.3) x W/(6OO)2 + (10 X 60)2 x 1 hr = 0.2 nmph. The

associated position error @L) is 0.1 nm.

. The effect of initial heading error is similar to gyro drift through a coupling of
earth’s rate and translational velocity effects (i.e., the navigation solution is

initially generated in an offset direction with the offset given by ¢Rr,).
Quantitatively, a 1 milliradian error with 600 knots vehicle velocity and 10 degree
per hour horizontal earth rate results in an equivalent gyro drift of

1% 103 %/ (10)? + (600/60)> = 0.014 degree/hour. A heading alignment error of
1 milliradian or less is required for 1 nmph (0.01 degree per hour gyro) inertial
navigation accuracy.

. The effect of accelerometer error is to generate bounded Schuler oscillations in
the attitude, velocity, and position errors. Quantitatively, a 50 g accelerometer
bias generates a 0 to 100 pradian (100 x 10-6 x 57.3 x 60 = 0.36 arc min) Schuler

L
attitude and position (¢yy, QL) oscillation and a (0.36/2) x 4.46 = 0.7 knot velocity

oscillation (w, = 4.46 rad/hr). To keep velocity errors low, accelerometer errors

are typically selected to be less than 50 pg’s.

. The effect of initial attitude errors ((I)HO) is similar to the effect of accelerometer
error with a micro-g producing the same quantitative effect as a microradian.

Hence, good vertical alignment (order of 50 urad) is required to keep velocity
errors down.

. The effect of initial velocity errors is to produce a bounded Schuler oscillation in
the system errors that, for systems initialized at a stationary position ( e.g., aircraft
at land based airports) is negligible compared to other error sources (because the
initial velocity error is typically very small (less than 0.1 fps) and its effect is
bounded in position growth).
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One of the most serious error effects in strapdown navigation systems is the effect of
sensor-to-sensor misalignment errors. In the error diagram, these effects are wrapped up

. . B N .
in the basic sensor errors themselves (dwyg, SgB). The effect of a gyro misalignment is to

introduce a coupling of rate from another axis (orthogonal to the gyro input axis) into the
gyro sensing axis. Under high rotation rates, a significant error can result. Since high
rate maneuvers are typically of short duration, it is better to think of the error in terms of

. . . . L.
its net integrated effect over the maneuver period (i.e., the effect on ¢ ~in the error block

. . . L. B B . -
diagram due to the integration of Cg 6wig when dwyg contains misalignment cross
coupling errors). In general, the effect of a misalignment is to introduce an error on the

. . L . . .
order of the misalignment into ¢ ~each time the vehicle rotates through one radian.
. . . L
However, because these effects add vectorially, and because of the distortion of CB to the

T . L . .
error before it is integrated to obtain ¢ , the composite of several rotation maneuvers can
add or subtract. For example, a 180 degree rotation about a single vehicle axis generates

L . .. . .
anet ¢ error equal to twice the misalignment error. A 360 degree rotation about a single
vehicle axis, on the other hand, results in zero net error, as would (+) followed by a (-)
rotation of equal magnitude about the same axis. A 360 degree rotation about an axis
skewed relative to the sensor axes (a simultaneous pitch/yaw rotation for example)

L .. .. .
produces a net ¢ ~ error due to sensor misalignment. A combination of sequential

maneuvers about different axes produces a composite of canceling and additive effects
that are a function of the maneuver history and misalignments. In general, the particular
maneuver profiles anticipated must be analyzed to determine the effects of particular

. . . L . .
sensor misalignments, and to determine whether a net error in ¢ ~ results in the vertical

. ... ) ) . L
axis (pr) or the more critical (from a velocity accuracy standpoint) horizontal axes (¢y).

Typical strapdown inertial navigation systems achieve 15 prad alignment stabilities from

sensor-to-sensor axes. For a 180 degree maneuver, with 15 purads misalignment, the
worst case effect is to generate a Schuler velocity oscillation of + 0.6 fps. For
applications where extensive maneuvering may exist and where high velocity accuracy is

needed, the 15 prad figure may be somewhat marginal. Future advancements in sensor

mount design may make it possible to achieve better than 15 prad alignment accuracy
which, in turn, will broaden the spectrum of maneuvering application areas where
strapdown technology is viable.

195



NOTES

196



STRAPDOWN INS INITIAL ALIGNMENT

LECTURE 11
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NAV SEMINAR - LECTURE 11 NOTES

In this lecture we will discuss the initial alignment process associated with strapdown
inertial navigation systems. These are the computational equations utilized after system

. .. . L. .
turn-on to establish the initial value for the C matrix (or Cp) in Lectures 5-9, and the

initial values of €1 and €5 (the estimated level earth rates components in the local level
frame) used in Lecture 3 to initialize the wander angle, hence, the D matrix.

The basic principal utilized with all inertial systems (strapdown or gimbaled) for quasi-
stationary self-alignment (without external inputs) is to align the vertical with sensed
acceleration, and to align the azimuth based on sensed earth rate. The assumption used is
that the vehicle carrying the inertial system is essentially stationary during the alignment
process so that sensed acceleration is basically along the local vertical (i.e., vehicle
disturbances are transitory and can be filtered out). Aligning the vertical of the reference
platform (the analytical C matrix in the case of a strapdown system) with the sensed
acceleration, therefore, levels the platform. The initial platform heading is established by
measuring earth rate in the leveled frame and using the knowledge that the plane
containing the local vertical and the sensed earth rate vector is a meridian plane (i.e., lies
North/South). Hence, the angle between the leveled reference frame and the computed
meridian plane defines the initial azimuth (or wander angle in a wander azimuth
implementation approach).

For most inertial navigation systems, leveling and heading initialization is divided into
two phases: coarse alignment and fine alignment. During coarse alignment, the platform
is rapidly erected to an approximately level condition (within a degree or so). Fine
alignment is the process of fine tuning the vertical alignment (to an accuracy of less than

50 prad) and simultaneously determining the azimuth alignment by earth rate
measurements. For strapdown systems, coarse alignment can be performed extremely
rapidly since erection is an analytical process in the computer, unrestricted by finite
rotation rate limitations associated with real gimbaled platforms containing inertia and
gyro torquing rate limitations. The azimuth alignment process for both strapdown and
gimbaled systems can be virtually identical, with the exception of special filters in the
alignment estimation equations that may be tailored to handle noise effects peculiar to the
actual hardware elements in the system (e.g., random walk in laser gyros). The following
is a discussion of typical strapdown coarse and fine alignment techniques.

COARSE ALIGNMENT

Coarse alignment is achieved by measuring the components of the sensed acceleration

vector in vehicle axes and using this measurement to estimate the initial value of the Cg

(or C) matrix in Lectures 5-9. Recall from Lectures 5-9 that the rows of C are equal to
unit vectors along local level frame (L) axes projected on body (vehicle axes). That is:
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where C;j is a column vector whose components are the elements in C matrix row i. C3
represents the projection of a unit vertical vector on body axes. (Note: In these lectures,

L. . . ..
the L Frame reference for Cy is defined to have Z axis down whereas for navigation

velocity/position calculations, the L Frame is defined with Z axis up. See Lecture 9 -
Interface Between Navigation And Strapdown Reference Equations section for more
discussion.) The coarse alignment process uses measured body acceleration as sensed by
the accelerometers to develop a first estimate of C3. For a stationary vehicle the sensed

acceleration vector gB is along C3 and equal in magnitude to g (directed upward). Hence,

neglecting the effects of small vehicle vibrations, we can write:
a® =~ -gCy

where Cj3 is defined as downward, hence the negative sign. Equivalently,

gB

U

1
C=-—
g
The coarse alignment of C3 is based on the latter equation except that gB is estimated as

an integral of gB over a short time interval T divided by T. Hence, the initial estimate for
Cs3 is, in component form:

1 (T
C31 = - ay dt
g1,
T
C3p = - ! ( ay dt
y
eT ], (100)
T
C33 = - I ( ay dt
gT),

The initial course alignment values for C, and C3 can be selected arbitrarily to satisfy
other desirable constraints (such as simplifying calibration measurements for example),
provided that the basic properties of C are maintained (i.e., orthogonality and normality).
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A simple specification for defining the second direction cosine row (Cy) is that the
component along the X-axis (Cp1) be zero. The advantage in this approach is that for
initial orientations of the strapdown sensor assembly with Y-axis or Z-axis down, Cp1
becomes a direct measure of Y or Z gyro integrated drift rate during fine alignment (and
navigation) under static conditions. That is, for either of these orientations, the cosine of
the angle between the level Y-axis and the computed body X-axis should remain at the
initial condition after coarse alignment (i.e, zero). A value differing from zero is due to
drift rate from the gyro along the vertical axis, and the value of Cy; becomes equal to the
integrated gyro drift rate since coarse alignment completion. This is a useful relationship
for measuring gyro drift in the laboratory. Thus, the initial value for Cpj is:

Cy =0 (101)
For C to be perpendicular to Cs, their dot product must be zero:
C-C3 = CoC31 +CnC3+C3C33 = CnC32+C3C33 = 0 (102)
Equation (102) is satisfied by:

Cxp = KCs3

(103)
Cxz = -KCsp

Where K is a constant selected to normalize C; (i.e., the sum of the squares of its
elements should be unity). Based on this criterion, it is easily verified that

K = A C3§ + ng so that the initial values for C; are:
C1 =0
B /2 2 (104)
/ 2 2

The coarse initialization of Cj is trivial once Cy and C3 is known. The cross-product of
C, with C3 provides Cj directly (i.e., a unit vector perpendicular to C and C3):

Ci1 = CpC33-Cp3C3p
Cip = Cp3C31-C21C33 (105)
Ciz = Cp1C3-CpC3y

The above procedure for coarse leveling the C matrix works as long as C3 has
components along Y and Z (C33, C33), thereby defining non-zero values for C, and Cp3
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in Equations (104). If C3p, C33 are near zero, the procedure breaks down because
Equation (104) becomes indetermanent (i.e., a singularity condition exists). Under these
conditions, a different set of logic must be used. It is easily verified from Equations
(100), that the C3» = C33 = 0 condition corresponds to the total acceleration vector being
directed along X (i.e., X up or down). From Equation (100), the test for encroachment on
this condition is that /C31/ be near unity. A /Cz1/ greater than 0.85 condition can be
utilized to signal the need for a revised set of erection logic. Under these conditions, C23
can be set to zero (rather than C»1 as in (101)) and proceed as before:

Cr-C3 = Cp1C31 +CnC3p+Cp3C3p = C21 C31 +C2C32 =0

Proceeding:
Ca = KC32
Cx = -KC3y
Cxyz3 = 0

The initial C; for the normalization routine, therefore, is:

/ 2 2
Cyp = -C31 /A Cso 4 Cyp (106)

Cx =0
Equation (105) is used as before to evaluate Cs.

It should be noted that for X down, and C3; greater than 0.85 so that (106) is used for
initial Cp), C23 becomes a direct measure of X-gyro drift (i.e., the movement of the
computed Z-body axis relative to the Y-level axis after completion of coarse alignment).
This was the motivation for specifying the C»3 = 0 condition for C3; greater than 0.85.

FINE ALIGNMENT

The fine alignment process is, in a sense, the inverse of the navigation process. Referring
to Figure 1 of the previous lecture, the velocity (vl) is determined in an inertial
navigation system during the navigation mode by processing sensed gyro and
acceleration measurements, and computed earth rate and attitude matrix elements

L L . . . . .
(o, Cg). In the alignment process, the problem is to estimate the attitude matrix and

earth rate components such that the computed velocity (vl) satisfies known statistical
constraints imposed during alignment (i.e., for ground alignment, vl has zero average
horizontal components with short term fluctuations due to vehicle buffeting by wind, fuel
loading, etc.). Figure 4A on the next page illustrates this concept.
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If we compare Figure 4A with Figure 1 of the previous lecture, we note that the
computations for the horizontal components of vl are identical, except that the earth rate

. L c . L . .
signals for Cg update, the initial Cg error (due to coarse leveling errors) at start of fine
alignment, and the initial value of horizontal velocity (XHO) are now estimated by the

. . L . . . .
alignment filter based on the computed value of vy and its comparison (in the alignment

filter) against normally anticipated velocity conditions (approximately zero with random
variations). In addition, because the vehicle is stationary on the average during

. L . . L ‘L . .
alignment, the wg; and vl terms in the Figure 1 Cg and v~ equations are approximately
zero, hence, neglected in the equivalent Figure 4A computations. The alignment filter

L *L .
also computes updates for the éB and vy integrators to compensate for the accumulated

*L
effect of past errors in the o and Sé]]go estimates generated by the alignment filter.

In Figure 4A, the (*) star notation has been utilized (as contrasted with Figure 1) to
indicate that the quantities so annotated are real measurements and associated
computation variables that contain sensor errors and their resulting effects on the
computation process. This notation will be expanded upon subsequently when we

e

analyze the effect of sensor errors on alignment accuracy. The H quantity in

. . L .
Figure 4A represents the horizontal rows of éB (i.e., - the two rows that generate the
horizontal level coordinate frame components of a body frame vector being transformed

through it). It should also be noted in Figure 4A that the estimate of initial velocity E&O
is included in the alignment process, but is neglected in the navigation process (i.e., the
initial velocity for the navigation mode in Figure 1 of the previous lecture is equated to
zero). The reason for this is that for the navigation problem, the initial velocity under
ground alignment conditions is generally negligible compared with typical (2 - 3 fps)
velocity accuracy requirements. For the alignment problem where the output is a very
fine measurement of earth rate under noisy conditions, the same velocity error can affect
the azimuth alignment accuracy. Consequently, it is accounted for during the alignment
process to improve on azimuth determination accuracy. (It should be noted that the initial

. L . *L .
value of velocity for navigation could be estimated from vy (see Figure 4A) at
completion of alignment for a refinement in navigation accuracy.)

The implementation of the alignment filter in Figure 4A is accomplished using a linear
filter with time varying gains. The gain schedules are selected to minimize the reaction
time (settling time) of the alignment process on the one hand, and minimize alignment
errors due to system noise and vehicle acceleration disturbances on the other (i.e., the
classical filter noise/bandwidth tradeoff). Figure 5 is an analytical description of the
alignment filter (within the dotted lines) and its interface with the velocity determination
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(;ﬁ) computation (compare with Figure 4A). The comparison between Figures 4A and 5
show a small variation between the filter interfaces. The difference is that separate filter

— . L .
outputs are shown in Figure 4A for compensating Cg errors and correcting for past

. . . *L L. . .
estimation errors accumulating on the Cg and §H integrators. In Figure 5, these functions

are applied through an addition to the inputs of the integrators through the K¢ and Ky

. . L . . *L
gains. In the case of Ky, the corrections to Cy are achieved by augmenting the Cy level

. . . . *L L
axis frame rotation rate signal. It should be clear that the resulting resets of Cg and §H
can be implemented to achieve the identical result in Figure 5 as in Figure 4A.

The internal structure of the alignment filter in Figure 5 contains a velocity disturbance
filter (to attenuate the effects of vehicle acceleration disturbances on alignment
accuracy), thereby allowing a higher loop gain (i.e., faster alignment time) for equivalent
performance. Also included is an integral controller to generate the level earth rate
estimate, the output from the alignment process for initial heading determination (see
Lecture 3). The vertical component of earth rate is then added to the horizontal

*
component estimate to obtain the total earth rate signal for CI]; input. The vertical earth

rate component is determined from the initial latitude insertion to the system (equal to
earth’s rate times sine latitude - see Lecture 3). A feedback around the velocity
disturbance filter is included to compensate for the build-up of errors created from

. . . . . . L . .
previous filter estimation errors propagating into §H’ hence into the filter. The
(Kq, K¢, Ky, KyF) gains in Figure 5 are time varying functions based on Kalman filter

theory (next lecture).
Assuming that filter convergence is achieved, the response of the Figure 5 estimation

. . . *L . *L R B .
loop will result in a leveling of Cy and a generation of @y that maintains Cg stationary

. L . . C g . ..
(this has to be true for §H to be stationary - i.e., which is the steady state). This condition

. *1
can only be achieved by the correct (leveled) value of Cy and the correct value of the
earth rate estimates.

To gain a deeper understanding of the dynamics of the alignment loop, the equivalent
error diagram associated with Figure 5 is shown in Figure 6. The indicated error
quantities are identical to the values introduced in the previous lecture (See Figures 2 and
4). The Figure 5 and 6 diagrams are equivalent. Figure 6 shows the response of the filter

. . L . L . . L
loop in terms of the errors in Cp (i.€., 0y, OR) and measured horizontal acceleration ay
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. L . L. . . .
(ie., SQH), and their effect on the §H input to the filter and associated filter response

outputs. In developing the Figure 6 diagram, the definitions of ;Iﬁ and the horizontal

L .
components of W were utilized:
*L -L

B 6~L_L Sal
Vg = Vg +0vVy = ayg+ oay

HL
OE

[orchi + o)
H = \OE)u +\90E)y
Before analyzing the qualitative response of the Figure 6 loop, it is first noted that the

L . . . .
effect of the (ER X) operator is to rotate the input vector by 90 deg about the vertical (i.e.,
a horizontal vector east becomes a horizontal vector north with identical magnitude). The

. L . . . . .
effect of two successive (QR ><) operations is to introduce a 180 deg vector rotation. This
is equivalent to reversing the direction of the input vector, or applying a gain of -1. If we

. . L .
now look at Figure 6, it is to be noted that (QR X) appears twice as one traverses the closed

loop. Hence, the net effect is to produce a negative gain (-1) in the overall estimation
loop.

A qualitative inspection of Figure 6 reveals that the alignment loop is a fourth order
control loop (3 integrators and 1 first order filter) in each of the two horizontal axes. It
should be apparent that adequate flexibility exists in the estimation loop gains

(KQ, Ko, Ky, Kyp ) to achieve stable estimation loop performance (i.e., eliminating initial

. L . . *L
leveling errors (¢H) and reaching a steady state estimate for the earth term \wg/g). The

selection of these gains for optimum convergence will be discussed in the next lecture.
For now, we will assume that a set of stabilizing gains can be developed that will produce
a stable estimation loop that, therefore, will reach a steady state condition. The steady
state condition (after initial transients have decayed to zero) will contain random signals
(produced by sensor noise and vehicle acceleration disturbance inputs) superimposed on a
steady state solution created by fixed sensor errors. The remainder of this lecture deals
with the analysis of the steady state solution terms.

To determine the effects of constant sensor input errors on the steady state alignment, we
apply the principal of linear superposition and analyze the Figure 6 steady loop response
to each constant sensor input (i.e., the sensor noise and vehicle horizontal disturbance
effects are assumed to be zero). The effects of the noise and disturbance inputs can then
be analyzed separately (assuming zero constant sensor inputs) and the results combined
with the individual fixed sensor input results to obtain the total solution.
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We begin by analyzing the steady state solution to all constant sensor inputs except for

the ORr terms produced by vertical gyro drift (this will be discussed later). For ¢r

assumed zero, the steady state solution to Figure 6 with fixed sensor inputs will result in a
condition where the inputs to all the integrators are zero (i.e., the steady state is achieved

[y Integrator being

. . *L
when the integrator outputs are constant or zero). The input to the |0

zero is equivalent to:

*L

Note: SS = Steady State
VH

Fsg = 0

With the latter condition, the Syh integrator input equal to zero condition yields:
L L L B
guR X (QH)SS + (CB)H oa” =0

. . L . L L .
or, taking the cross-product with up and remembering that (ER ><) (ER ><) = - 1, obtains:

-8 (Qh)ss + Eﬁ X HCI];)H 5§B} =0

or

(Q%I)ss = ug x ;(Clﬁ SEB) (107)

. L) . . .
Hence, the state leveling error (q)H)SS is equal to the horizontal accelerometer bias

component expressed in g’s, 1.e., 15 g accelerometer bias error produces 15 prad initial
platform tilt.

. . L . . .
Now, looking at the input to the ¢y integrator and equating it to zero in the steady state:

(&ELLE)H - (591LB)H =0

or

(SQIIiE)H = (%LB)H (108)

Hence, the steady state earth rate estimation error is equal to the horizontal component of
gyro drift. This translates into an initial heading error for the navigation mode due to use

*L

OE

of erroneous

g estimates in determining the initial wander angle. Using the
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nomenclature of Lecture 3, let’s calculate what the initial wander angle error is due to

*L
erroneous |Wg

including error effects:

g We first write algebraic expressions for the horizontal components

% %
Qy = Qx +0Qx = Qx + dwy (109)

ES ES
Qy = Qy+6£2y = Qy+8my

% %
L . . .
where 6wy, dmy are components of (5@B)H (i.e., level axis gyro drift rate components).

From Lecture 3, the initial wander angle is established implicitly through the D matrix

initialization:

*

k
dar, = Qu/Qe

*

k
dao, = Qy/ Qe
The associated initial wander angle is:

* 1
0, = tan’

% *
d210/d220) = tan

k) * *k

The differential of the latter expression yields the error in 0, due to errors in Qy / Qy:

S0 = Stan”! (Qy/ Q) = 12 5(0y/ Q)

1+(Qc/Qy)
(110)
_ 1 Qy 6Q - Qx 8Qy _ Qy 6 - Qy 0Qy
2 2 2 2
1+(Q/ Q) Q, Q, +Q,
From Lecture 3:
Qyx = Qe cos [, sin o
X € () (0] (1 1 1)
Qy = Qe cos [ cos 0
where
Q. = Earth’s rate magnitude and [, is initial latitude.
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With (111),

2 2 2 . 2
<+ Qy = Q, (coszl0 s1n20L0 + 005210 coszoco) = Q, coszl0

Qy 8Qy - Qx 8Qy = € cosl, (SQX COS Ol - 08y sinoco)

Then (110) with (109) yields the desired expression of initial wander angle error in terms
of gyro horizontal fixed bias during alignment:

% k
0wy cos 0l - OMy Sino
Sopg = o207 Oy %o (112)
Qe cosl,

Equation (112) shows that the initial wander angle error (i.e., the error in knowing the L.
Frame orientation relative to north, hence, also the negative of the initial heading error)
equals the east component of gyro bias (the numerator in (112)) divided by earth rate
times cosine latitude. Quantitatively, for east gyro bias of 0.01 degree per hr, and a 45
degree latitude, the initial wander angle error is:

0.01

— = | milliradian
0.707 x 15

From the previous lecture, this error provides the equivalent of the 0.01 deg per hr gyro
bias acting during navigation.

We now return to the ¢r term in Figure 6 (vertical gyro drift rate) that was not included
in the above analysis. As can be seen from Figure 6, this term has the effect of a ramp

. . o L) .
input to the alignment loop. The response of the earth rate estimation error (&HE)H isa
function of the loop gains. In general, as will now be illustrated, for typical alignment

times of 5 minutes, the effect of ¢r is small enough to be ignored. For example, for a

gyro drift of 0.01 deg/hr, ¢r after 5 minutes equals approximately 10 prads. The cross-
L

coupling of this effect into the estimation loop (through og x EILQ) is to introduce a drift

rate with magnitude on the order of 10 prad x 15 deg/hr = 0.00015 deg/hr. Clearly, this

L
is negligible compared to a 0.01 deg per hr gyro bias in dwg. The 10 mrad error in O
introduces a heading error in the direction cosine matrix which is also clearly negligible

L
compared to the 1 milliradian heading error developed from dwg (Equation (112)).
Hence, the effect of vertical gyro drift on initial alignment is negligible as stipulated.

We conclude this lecture with a discussion of the correlation that exists between the
errors that are present during navigation (discussed in the last lecture), and the initial
alignment errors described in this lecture which also produce navigation error. Since
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gyro and accelerometer bias directly determine the heading and vertical alignment
accuracy, we should expect that these initialization errors and their subsequent
propagation into navigation error are strongly related to the direct effects of gyro and
accelerometer bias during navigation.

We return to Equations (107) and (112) that define the final alignment errors. In order to

differentiate between the navigation and alignment phases of flight, the Cg matrix is

designated as CBO during alignment (implies a stationary fixed attitude. Note - This is not

always true). With this nomenclature and the definition for (&ﬂB)H as given in Figure 6,
these equations can be written in the equivalent form:

L L 1(.L B
(QH)O = uRX (CBO 5@0)
. 5 (113)
oo =1 [ch s
Q. cosl,

Where ug; is a unit vector in the easterly direction as seen in the local level frame (i.e., the

L
indicated dot product is the component of dwyg in the east direction as defined
algebraically by Equation (112)). The associated error in initializing the D matrix (see

Lecture 3) or gL (see previous lecture) is 00, around the vertical direction. Hence,

L s ok !
€, = O0p Up =

Qe cosly,

L L B L
Ug - (CBO 89130) ug (114)

Let’s now return to the basic strapdown navigator error diagram (Figure 2 of the last

L
lecture). With gL initialized as in (114), the initial value of dwg generated during
navigation is given by:

L L L 1

L
dWE, = - €, X O, = -

EE ' (CEO 80)]13]30”

— L X (DL )
Ur 1E
Qe cosl, -

.. L . .
Defining o as containing north and vertical components, the cross-product term can be
expanded as follows:

L L . L
O, = Qe coslp uy + Qe sinlp ug

L L L L L
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L L . . .
where uy and ug are unit vectors north and east, respectively. The previous development
recognizes that the cross-product between unit vectors in the north and vertical directions

is a unit vector along an easterly line. Now substituting in the dog  equation obtains:

B

L L L L
Sog, = |ug - |Cp, 0B, ) Ug (115)

Hence, the effect on the initial wander angle initialization error (initial heading error) is to
introduce a rotation rate error in the direction cosine rate equations during the first hour
or so of navigation equal to the east component of gyro drift during alignment. From

L L
Figure 2, the net effective drift rate in the ¢ equation (the sum of the gyro error and dwg
terms) is equal to:

B

L L
- Cg do1p +

L
Ug - (CBO dw1p,,

L L . . . . .. . . .
If Cg equals CBO (i.e., the vehicle attitude during navigation equals its attitude during

) B B " .
alignment) and dwyp equals d0rg , (no additional gyro errors are introduced as a result of

navigation), the net effect of the above expression is to cancel the easterly gyro error
effects on navigation error build-up. Since rate errors from the gyros are not constant, the
above effect is only partially true. Nevertheless it is an important characteristic of
strapdown inertial navigation systems that should be understood, particularly during
laboratory testing (i.e., for a stationary system, a large portion of the gyro drift east will
be canceled and the predominant error will be north causing an east-west velocity and
position error. Gyro random drift masks this effect to some extent).

L
A similar effect exists from the (¢H)o term (Equation (113)). If gL in Figure 2 is

approximated by g gﬁ, the cross-product with QL in the SjL equation becomes initially
(with (113)):

L

L Lot L (L L_1( L «B
@Lxﬁ ngRXQO =gng(9H)O=gng uRX(CB &1)

o —O

In Figure 2, this term is added to the acceleration error in the dv ~ equation. The sum of
the two terms, therefore, is:

L<B L L LB L B
As with the gyro drift, the net horizontal effect is zero if the attitude of the vehicle is the
same during navigation as during alignment (assuming the accelerometer error remains
the same). (The vertical error is not canceled, however, vertical navigation errors are
typically clamped by a baro-altimeter in inertial navigation systems). The result is that
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horizontal navigation error build-up due to accelerometer error in strapdown systems is
canceled by the initial vertical alignment error, if the navigation orientation matches the
orientation during alignment. This characteristic is particularly important when
interpreting navigation errors in laboratory testing and for system calibration.
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NAV SEMINAR - LECTURE 12 NOTES

This lecture deals with the design of the gains for the alignment filter discussed in the last
lecture. The method to be used is the “minimum variance” (Kalman filter) approach
which generates “optimal” gains that result in the lowest error (in a statistical) sense for
the variables in the estimation loops. In order to develop the gain equations, we return to
Figure 6 of the previous lecture and recast the problem into a discrete form for
compatibility with the discrete operations of the digital computer performing the
alignment function.

To analyze the filter in Figure 6 for optimal gain determination, it is convenient to think
of the estimation loop updating process as being composed of two basic steps: (1) The
propagation of errors around the loop between filter updates, and (2) The actual
measurement and updating of the loop variable estimates through application of the
alignment filter gains. These two steps occur on an iterative basis in the digital computer
performing the alignment function. The first step is an open loop propagation of the error
variables in the estimation loop (i.e., with gains of zero), the second step is an impulsive
correction to the variables, occurring at the filter iteration frequency. Step 1 is illustrated
in Figure 7.

Comparing Figure 7 to Figure 6, it should be apparent that both are equivalent for zero

gains (between filter updates) except that the ¢r portion of the Figure 6 diagram has been
eliminated in Figure 7 since its effect is negligible (see previous lecture). To simplify the

diagram, Figure 7 only shows the local level versions of the sensor input error ( - (SgL)H

L . . N L
and (%B)H)- In addition, Figure 7 represents the earth rate estimation error (SQIE)H as
the output of the free integrator (i.e., a constant). From Figure 6, this representation is
equivalent to the assumption that K, (the earth rate estimation gain) is zero (between

filter updates), and that (&EE)H is constant. The latter condition is satisfied because the
alignment is being performed at a stationary location.

As discussed in the last lecture, the alignment loop gains are designed to reach steady
state conditions rapidly in the presence of random disturbances in the estimation loop.
The steady state condition is a function of fixed sensor errors (discussed in the previous
lecture) and is independent of the alignment gains. Consequently, in the gain
determination analysis, the only error effects that need be considered in Figure 7 are those
associated with initial vertical alignment uncertainties, initial earth rate component
estimation uncertainties and random noise. The dominant noise sources involved for ring
laser gyro strapdown inertial navigation systems are:

* Laser gyro - Laser gyro random noise and pulse quantization error.
* Accelerometer - Accelerometer pulse quantization error.

* Acceleration Disturbances - Vehicle wind buffeting and stores/fuel loading
effects that produce random accelerometer outputs.
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These effects can be introduced into the Figure 7 diagram as illustrated in Figure 8. (The
1.c. terms in Figure 8 refers to “initial conditions”.) If Figure 8 is compared with Figure 7

.. . . . L
it will be noted that gyro random noise (nGRr) is shown as a rate error entering the Oy
integrator (as would be expected), but that the gyro quantization noise (nGQ) sums into

L . .. .
the ¢y integrator output. A similar effect is to be noted for the accelerometer

quantization noise (npQ) which sums into the velocity integrator output (rather than the
input as may have been expected from Figure 7). Quantization noise is an error
associated with the digitization of the sensor output signals. The sensor digitization
process is actually an integration process; ie., the digitization outputs represent quantized
increments of integrated sensor input. The quantization noise represents the uncertainty
in the integrated sensor signal due to the quantization of the digitizer pulse size (i.e., until
a pulse is actually output, the integrated sensor signal is only known within a one pulse
resolution). The above discussion serves to illustrate that the quantization noise effect is
an uncertainty in the knowledge of integrated sensor input, hence, its effect is modeled in

. . . . . . L *L
Figure 8 as an uncertainty in the integrated sensor signals, or as errors in the ¢yy and vy
integrator outputs.

A model has also been incorporated in Figure 8 to account for the dynamics of the

. . . L . . L.
vehicle random acceleration motion (a). As can be seen in the Figure, a; is modeled as

a second order response to a disturbance noise (np) representing vehicle acceleration
noise due to wind gusts, stores/fuel loading, etc.. The Kp, Cp dynamic response
constants represent the aircraft/landing gear dynamics associated with “stationary”
vehicle response to the dynamic acceleration inputs. As shall be seen subsequently, the
model for the vehicle disturbances need only be approximately known, principally to
categorize the bandwidth and root-mean-square amplitude characteristics of the

disturbance velocity yﬁ. The simplified second order model in Figure 8 is sufficient for
our purposes of determining optimal filter gains.

. . . *L . *L
We now redraw Figure 8 to separate the contributions to {vy/r (the filtered value of vy;)
into two parts: those caused by system errors, and those caused by vehicle disturbances.
This separation will be useful later on when we will recognize that the vehicle

disturbance effects are only approximately modelable, and not accurately predictable.

Figure 9 is the redrawn version of Figure 8 with the above separation. The output ;ﬁ Eis
the input to the filter gains in Figure 6. This signal will hereafter be referred to as “the
measurement” for compatibility with optimal estimation theory nomenclature. Upon
comparison, it should be clear that Figures 8 and 9 are dynamically equivalent relative to
the effects on “the measurement.” The difference between the figures is that the
attenuation filter dynamics are shown applied separately to the system and vehicle

disturbance inputs in Figure 9 (rather than in total as in Figure 8). The individual
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. . — L L . .
attenuation filter outputs in Figure 9 are denoted as (SXH)F and (XH)F Their sum is the

F or the "measurement".

%
Figure 8 filter output ylﬁ

STATE VECTOR NOTATION

In the analyses to follow, it is convenient to adopt a more compact nomenclature. To do
this we first write the differential equations that correspond to Figure 9:

[swrch, = 0
Qh = (SQIIE)HHIGR

L L (L
dvy = gug X (QH + HGQ)

1

TF

(oviie = 1 - [svE e+ vE + nagq. (116)

-L L L
vg = -Cp vy -Kp Ry +np

L

BH=XE

(i = - (ol v

VHJF = -\VgF + Vg
TF

with the "measurement":

(ih k= (vhJe + (svi)e (117)

We now define the “state vector” as the vector of dynamic variables being analyzed.
Referring to Equations (116), the state vector X is defined as:
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(117A)

<
I
=4
T
T

We also define the "process noise" vector n as the driving function input to Equations
(116):

NGR
n = [ 26Q (117B)
- naQ

np

with the associates "state dynamic matrix" A and "process noise dynamic coupling
matrix" G defined as:

0 0 0 0 0 0 0
1 0 0 0 0 0 0
L
0 elukx] o 0 0 0 0
A 1 1
A = 0 0 — - 0 0 0 (117C)
TF TF
0 0 0 0 -Cp -Kp 0
0 0 0 0 1 0 0
0 0 0 0 RS 0 1
L TF ]
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0 0 0 0

I 0 0 0

0 g(g{;x) 0 0
A 1

G = 0 0 —I 0 (117D)

F

0 0 0 I

0 0 0 0

0 0 0 0

where I is the identity matrix and:

X =AX+Gn (118)

Equation (118) is the equivalent state vector form of Equation (116). Note, that Equation
(118) can also be viewed as a general differential equation set where X, A, n and G are
arbitrarily selected to represent the particular set of differential equations being analyzed.

We now introduce the concept of a generalized measurement of X as an input to an
estimation filter (in our case, the alignment filter). Denoting the measurement vector as
Z, we define:

Z = HX+v (119)
where H is the "measurement matrix" that defines the combination of X elements that
comprises the "measurement", and v is the “measurement noise” vector. The

measurement noise is defined as the noise introduced in the process of making the
measurement. For our case (Equation (117)), the measurement vector is:

Z = (viJe+ (oviJe (1194)
so that, with the definition of X given previously (and (119)):
H=[000100I] (119B)

Equation (117) shows that our model has zero measurement noise. To keep the analysis a
little more general, however, we will utilize Equation (119) with v included. If you like,
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. . . *L . ..
you can consider v as computer round-off error associated with (VH in (117). Thisis a

legitimate measurement noise effect (however, in reality, it is small, and negligible in our

. L
case compared, for example, with vip).

DISCRETE PROPAGATION EQUATION FORM

Equations (118) and (119) define the propagation of the state vector variables between
filter updates, and the associated measurement for the filter at the time of update. Let us
now recast the differential state vector propagation Equation (118) into its equivalent
discrete form for compatibility with discrete computer operations. To do this, we define
X after the last filter update as Xj,-1, and X just before the current filter update as X,.

The equivalent discrete form of (118) relates X, to X;,-1 and is given by:
Xn = Fn X1+ wp (120)

In Equation (120), F, is called the “state transition matrix.” F represents the normalized
homogeneous solution to Equation (118) (i.e., with n zero) at the current time (t,) due to
unity initial conditions at the last filter update (at t,-1). Multiplication by the known
initial conditions at t,-1 (namely X;,-1) generates the contribution to X;, due to the
dynamic propagation of Xj,.1 through Equation (118). The wy, term in (120) represents
the particular solution to (118) created by n acting over the interval from t,_1 to t,. It can
be shown that F, and wy, are related to the Equation (118) terms through:

Ft, t) = AF(@{, 1) F(t,7) = 1

Fn = F(tn, tn_l) (120A)

t
Wy = f Fltn, 1) G(1) n(1) dt
t

n-1

F is the solution to the differential equation given above at t, with unity matrix initial

conditions at t,-1. Timet in the above expressions is an arbitrary time in the interval t,
to ty. The wy vector is the integrated effect at time t;, of differential changes in X created

at time T by n acting over the differential time dt. Multiplication of G(T) n(t) dt by
F(tn, 1:) translates the resulting change in X at 7 to its effect at t, (i.e., accounts for the

dynamical propagation of dX(t) through the dynamics of differential Equation (118)).

Equation (120) is the discrete form of Equation (118) that relates X between discrete filter
update times t,-1 and t,. The measurement Equation (119) can be similarly stated as a
measurement at discrete (n) times. Hence, the discrete model for the propagation
dynamics between updates and the measurement can be summarized as:
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(121)

N
-
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:

1l
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<
+
=

GENERALIZED FILTER STRUCTURE

Let us now synthesize a generalized updating equation for the alignment filter based on
the application of a generalized gain matrix to the measurement Z. The result will
ultimately be the filter gain matrix utilized by the alignment filter to correct X for the
current iteration cycle. In developing the generalized updating equation, however, let us
generalize a little bit further so that our results will be applicable to a broader class of
applications. To do this, we introduce the concept of an “estimate” as contrasted with a
“reset.” An “estimate” is an estimation of the state vector X based on the measurement Z
and past estimates of X. A “reset” is the modification of X based on the estimate. For
our case, since we wish X to be zero, the reset is simply a subtraction of the X estimate

.. .. L L .
from the computer quantities containing the X error (e.g., Cg and vyy. See Figure 5 of the

last lecture). Hence, for this case, the estimated value of X becomes zero after the reset is
applied. For some applications, it may not be possible to directly reset some of the X
elements, or it may not be desirable to reset them to zero (e.g., control to a specified
offset condition may be required). To be more general, let us assume that X is updated as
a result of the X estimate by a general filter control variable u which we will select to fit
the requirements of the particular problem being analyzed. Hence, we can write that the
effect of the filter on X at each update time is to modify X as:

X =X+u

where u is the control variable based on filter measurements and other system constraints.
Hence, (121) becomes the modified form:

Xn = Fn Xp-1+ Fp up.1 + wp
(122)

Zn = Hy Xy + vy

Equation (122) includes the effect of system dynamics (F ) translating the control change
in X applied at t,_1 (up-1) to present time ty, just prior to the t, filter update cycle.

We now introduce the concept of the “estimate” of X and the associated generalized
estimation and control equations:

%k
Xn (<) = The estimate for X, at the measurement time t,

%
Xn (+) = The improved estimate for X, due to processing the measurement Z; in
the estimation filter we will be synthesizing.
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We now synthesize the generalized estimation and control equations to be:

%k
up.1 = f(Xy-1(+) and other command constraints)

k) k)
Xn(-) = Fn Xp1(+) + Fyupg
(123)

o) = %o ka2
where
21 = The estimate for Z,
Ky = Generalized estimation gain matrix.

If (123) is compared with (122), the principal for the filter structure should be apparent.
The estimate for X, before the t, update ( (-)) is based on the value after the last

>!<
update ( X;-1(+)) modified by the state transition matrix, plus the transition effect at t, of
the control vector uy,_1 applied at t,_1 (after the last update). The uy,_1 vector is indicated

%
to be a function of the best estimate of X after the last update ( Xp_1 (+)) plus some other
command constraints peculiar to the particular problem at hand. From Equation (122),

the Xn (-) equation in (123) is clearly the best estimate for X at t, based on all available
information. Since wy is an unknown random vector in (122), its presence cannot be

accounted for in (123) prior to the t, measurement Z,. Hence, the Xy (-) estimation
equation does not include the effect of wy in (122) (i.e., our best estimate is to assume it
is zero or equally likely to be any positive or negative value). The Z, measurement
%k

provides the additional information needed at t, to improve the X;, (-) estimate. The

k
estimate for Z, (i.e., Zy) in (123) is what we would expect Z, to be (see Equation (122))
based on our best estimate of X when we make the Z,, measurement ( (-)). Since Zj

contains unpredictable measurement noise (vy), and because Xn () will differ from X,

due to estimation errors, Zn will also differ from Z;,. The difference between and Z,
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in Equations (123) is our measure of the accuracy in the estimation of X. Hence, the
* %
measurement “residual” (Z, - Zy) is utilized in a negative feedback sense to update the X
%
estimate (generate X, (+)). The gain matrix K, amplifies and distributes the feedback

*k
into the X elements to achieve some degree of optimality in the revised estimate (to be
discussed subsequently). The above sequence is summarized in Figure 10 (refer to
Equations (122) and (123)).

Note, in Figure 10 that if the control law is for u;_1 to equal the negative of the X estimate

%
(up-1 = - Xp-1), the revised estimate for X (after application of u,-1) will be zero (i.e., the

best estimate for X will be controlled to zero). Under these conditions, the F,, and Hy

feedback paths in the filter portion of Figure 9 become zero. The result is that the Z,
measurement through the K, gain becomes fed back directly to control the real X process
equations. This is the configuration we will ultimately use in the alignment problem for

_ L L . L (<L -
the error parameters in the error state vector ((SQIE)H’ Ox, ByH, (SXH)F as in Figure 6).
For now, we will retain the Figure 10 u,_; control law configuration for generality.

OPTIMAL GAIN DETERMINATION

The filter design problem is to select the gain matrix in Equations (123) (and Figure 10)
such that the error in our estimate of X is minimized in a statistical sense. More

*
specifically, we seek a gain matrix that will minimize the variance in the error in X after
each update. To formulate the problem mathematically, we first define the estimation
error as simply:

At time ty, using the notation of the previous section, the estimation error before and after
the update is:

AXn() = Xn() - Xn
AXq(+) = Xn(+) - Xn

We now also define the covariance matrix associated with AX,, as:

where

E = The expected value operator (i.e., average statistical value)
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Expanding the P;, definition finds:

E (AX%) E (AX] AX,) E(AX; AX3) -

E (AX; AX) E(AX%) E (AX5 AX3) -

)
=]
I

E (AX3 AX]) E (AX3 AXZ) E (AX?)

where

AX1, AX», etc. = The elements of AX.

The above expression for P shows that the diagonal elements equal the variances for the

elements of AX (i.e., the mean squared values) and the off-diagonal terms equal the
covariances. It should also be apparent that P, is a symmetrical matrix, hence, it equals
its transpose:

P. =P, (124)

The covariance matrix concept has been introduced as the measure of uncertainty in in
(i.e., the statistics of its error characteristics). The basis for selecting the gain matrix Ky
in Equations (123) will be to minimize P, after the update. We now return to Equations
(123) to derive an expression for Py(+) (P, after the update) in terms of P(-) (P, before
the update), the statistics of the measurement noise, and the general gain matrix K.

We begin by subtracting X, from both sides of the Equations (123) update expression and
introduce (122) for Zy:

Introducing the definition for the estimation error AX as given previously:
AXn(+) = AXy(-) - Kp Hp AXp(-) + Kp v
(124A)
= (I- Kp Hp) AX; (-) + Ky Vi

We now utilize the definition for the AX covariance matrix to develop the statistical
equivalent of the above.
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A
Po(+) = B (AXn(+) X))

Substituting for AX}, (+) and expanding:

}T\

Po(+) = E{(I-KnHy) AXn() + Kn va] (I - Kn Hn) AXn() + Kp va] 1|

I- Ky Hp) AXn(-) AX, ()(I Kan)}

TT T _ T

E(
+E(Kn Kn)+E{(I—Kan) AXn(-) v, KIJ

+E {Kn o AX () (1 K, HTH

n

T ))(I Ko Hy)T+ Ky E (h XE) KL

n

= (I- Kn Hy) E {AXy(-) AX, (-
)

+ (1 Ko Ho) E (AXo) vi | KE + K B (v AXT ) (1- K Hy)T

Ky

The E (A&l(—) AXI (—)) expression above should be recognized as the AX covariance

. . T . .
matrix prior to the update Py(-). The E (Xn yn) expression is defined as the measurement
noise covariance matrix:

A T
R, = E (h Xn) (124B)

In order to evaluate the AXj(-), vy product terms we have to specify the correlation
characteristics of the measurement noise v,. We assume that vy, is a “white” sequence (in
n) (i.e., v at t, 1s uncorrelated with v at any other time t;,). Mathematically:

T
E (Bl Xm) = Ry 8im
where

Onm is the Kronecker that, by definition, satisfies:

0 forn#m

dnm
= 1 forn=m
Since vy, is uncorrelated from past values of vy, past measurements (Z;,) are uncorrelated
with v,. Since the past measurements were used to generate S’EJ(-) (see Figure 10), we

%
can conclude that X;,(-) is also uncorrelated with v,. Hence:
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E (w AX]0) = 0
E [ AX]0) = 0

With the latter results, the previous covariance update equation becomes the simplified
form:

Pa(-) = (I- Ky Hy) Po(-) (I- Kn H)' +Kp Ry Ky (125)

*
Equation (125) relates the uncertainty in X after the update with the uncertainty before
the update as a result of applying an update using K, with a measurement containing

%
noise. The X uncertainty is represented by the covariance matrix Py, and the noise
characteristics of the measurement are contained in the R, covariance matrix.

We can now pose the K, design problem as the selection of K, to minimize Py(+) (i.e., to
%
minimize the uncertainty in X after the update, or equivalently, minimize the variance of
%
the error in X after the update).

To determine the optimal K, that minimizes Py(+) in (125), we first expand (125) as
follows:

Pn(+) = Py() - Kn Hp Py() - Pa(-) (Kp Hp)"
+ Ky Hy Po(-) (Kp Hp)T + K Ry Ky T
Pu(-) + Ky (Hy Po(-) HyT + Ry Ky T
- K (PT() HyT) - Po() HyT K,
Pu(-) + Ky (Hy Po(-) HyT + Ry Ky T
- Kn (Pa() Ha )" - Po() HaT K,

In the previous expression, the substitution of Py(-) equaling its transpose (Equation
(124)) was made. In order to simplify the algebra to follow we define A, and By, as the
coefficients in the latter equation:

A
An = HyPy(-) Hyl + Ry
(126)
A
By = Pu(-)Hp'

so that:
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Py(+) = Pu(-) + Ky Ap KT - Ky By - By Ky (127)

We now make an observation on the form of (127) as contrasted, for example, with a
term of the form:

(Kp - Dy) Cn (Kn - Dy)T = Ky Cp Ky T- Ky Cy Dy T - Dy Gy KT + Dy Cpy Dy T
or, for C, symmetrical such that C, = CnT:

(Kn - Dn) Cn (Kn - Dy)"
(128)
= Kn Cn KnT - Kn (Dn Cn)T' Dn Cn KnT + Dn Cn DnT

If (127) is compared with (128) it should be clear that the two are identical in form,
except for the D, C, DnT and P, (-) terms. That is, for C,, and Dy, defined as follows, the

two expressions are equivalent if (127) is corrected for Py(-) and D, C, DnT.

(129)
Dn Cn = Bn

or

D, = B,C, = ByA]

We must now check that C, = A, is symmetrical since the expansion form (128) assumed

this. A look at (126) reveals that this is indeed the case. A; is composed of a
symmetrical matrix (the covariance matrix Ry) plus a symmetrical matrix (Pp(-))

modified by H;, and HnT. It is easily verified that Hy Py(-) HnT is symmetrical by
proving that it equals its transpose:

(Ha Pa) Hy')' = Hy Pa)T HoT = Hy Py () HyT

Hence, since both elements of A, are symmetrical, Ap, is symmetrical. We now use (129)
to rewrite (127) as:

Pa(+) = Py(-) + Ky Cy Ky T - Ky (D Cy)T - Dy G Ky T
which, with the (128) identity is:

Po(+) = Py(-) + (Kp - Dy) Cp (Ky - D)t - Dy Gy Dyt

With (129),
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Py(+) = Pp(-) - By (Bn An_l)T + (Kn -Bp An_l) Aq (Kn - Bn An_l)T (130)

Equation (130) is in a form that can now be used to define the optimum K;, that
minimizes Py(+) by inspection. Before this is done, however, the properties of the last
term must be understood. The form of this term is similar to the P, term in A, Equation
(126) discussed previously. We will soon show that this expression always has positive
terms along the diagonal. Hence, since it is added to Py(-) in (130) to form Pp(+), it
increases the magnitude of the diagonal elements in P,. Since the diagonal elements in

P, represent the variances of the i element errors, we wish the diagonal elements in
P,(+) to be minimized through the updating process. Since the last term in (130) only
increases Pp(+), and since K, only appears in this term in the P,(+) equation, we can
conclude that the optimum value for K, that minimizes P(+) is that value that sets the
last term in (130) to zero. From (130), this value is seen by inspection to be:

K,= By A,
or with (126):
-1
Kn = Po(-) HyT (Hy Po(0) HyT + Ry (131)

Equation (131) is the optimal gain which will generate a minimum variance estimate for
*

X after the update is applied (as specified in Equation (123) and Figure 10).

It is noted in passing, that if the gain for the filter is calculated according to Equation
(131), Equation (125) for Pn(+) can be simplified by expansion and substitution.

Beginning with the analytical expansion following Equation (125), and substituting
(131):

Pa(H) = Po) + Kn (Ho Py H, T+ Ro | K, T - K [P 1,T) - Pay 1, T, T

Pa) + P H, T K, T K (P 1, T) - Pa 1, T

Pu) - Kn Pu0 1, ")

Expanding the transposed term in brackets and recognizing that P,,(-) equals its transpose
yields:

Pn(+) = Pn(-) - Ky Hy Pn(-)
or

Py(+) = (I - Kp Hn) Pu(-) (131A)
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Equation (131A) is equivalent to Equation (125) for cases where K, satisfies Equation (131).
In applying (131A), it is important to recognize that it is based on an exact application (and
computation) of (131). For the more general case where K;, is not exactly calculated according
to the optimal (131) expression, Equation (125) should be used. For the development to
follow, Equation (125) is used in general throughout (although (131A) could have been used in
some instances to simplify the equations).

We now go back a step and prove that the last term in (130) does indeed always have
positive diagonal elements as stipulated in our logic for selecting K. If we define the

K, - By An'1 term as Gy, for simplicity, the last term in (130) is, with (126):

- 1\T
(Kn - B An!) An (Ko - Bn Ay
_ T _ T T
= GnAnGnT = Gy (Hy Py() HyT + Ry) Gy
= Gy Hy Py(-) HnT GnT + Gp Ry GnT
= Gy Hy Py(-) (Gn Hp)T + Go Ry Gy !

Each of the two terms in the above expression consists of a covariance matrix (Py(-) or

Rp) pre and post multiplied by a matrix and its transpose. Let’s look at the G, R, GnT
term as an example and reintroduce the definition for Ry:

GnRn Gyl = Gy E (va vaT) GT = E|(Gp vn) (Gn va)T]

The Gy vy term in the above expression is also a vector (say Yp) so that

GoRn Gy = E(Ya Y,")

If the above expression is expanded in component form (as we did for P, previously) it
will be obvious that the diagonal elements are the variances (or mean squared values) of
the Y;, elements. Hence, the diagonal elements are positive. A similar argument also

applies for the G, Hy, Pp(-) (Gn Hn)T term, hence, its diagonal elements are also positive.

It is concluded that the sum of these terms (the last term in (130)) must, therefore, also
have positive diagonal elements, thereby, validating the assumption used previously in
selecting K.

In order to use (131) to determine K, we must know the values of Hy,, R;,, and P,(-). The
former two matrices represent our basic understanding of the measurement process; they
represent the model for the measurement and the measurement noise. The last term (Pp(-
)) is a dynamic variable that is the result of past filter updates since the filtering process
was initiated. In order to determine the value for Py(-) we must keep track of these
changes in P, that have been accrued over past filtering cycles. Changes in P, occur
from three sources: 1. The filtering updating operation (as defined by Equation (125)), 2.
The change in P, between filter update cycles due to the dynamical interaction between
the state vector elements, and 3. The effect of integrated process noise on the actual X
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vector that is unknown by the filter between measurements (see Equations (122)). We
will now derive an equation for the second and third effects.

Equation (125) defines the change in P, over an update cycle (P,(+) as a function of
Pn(-)). What we now seek is an expression for Py(-) in terms of Py, after the last filter
update (P.1(+)). To do this we return to Equations (123) and concentrate on the

k
expression defining the estimate of X before the update X;,(-) in terms of the estimate for

%
X after the last update X,,(+). The covariance matrix propagation associated with this
relationship is the equation we desire, linking Py(-) to Py_1(+). From Equations (123), the

%k
estimate for X;(-) is:

%k %k
Xn(-) = Fn Xp-1(+) + Fn up-

From (122), the actual X vector expression over the same interval is:
Xn = Fn Xp-1 4+ Fpupp +wp

Subtracting the latter two expressions yields:

or, with the definition for the estimation error AX,
AXn(-) = Fn AXp 1(+) - wp (131B)

The covariance matrix expression associated with the latter equation is:

Py(-)

E (A%, A 0)

= E/|(Fy AXp1(4) - w) (Fa AXp 1) - wa)
- F,E (A&l_l(+) A§_1(+)) Fo! +E (% wg)
- P E (X 1(4) we - B [wn AX () By T

The first expected value term in the above expression should be recognized as the

covariance of AX after the last filter update (i.e., Py-1(+)). The second term is the
covariance matrix associated with the integrated process noise from t,.1 to t,. We define:

Qn = E wn wy) (131C)
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Because wy, represents the integrated effect of n process noise on AX;, over the t,.1 to t,
time interval , it is uncorrelated with X and its uncertainty AX at time t,_1 or earlier.

Because n is white noise, it is uncorrelated with X and its uncertainty AX prior to or at
time t,.1. Hence,

E(A&l_l(ﬂ yg) =0
E (wn AX]14)] = 0

Substituting the above results into the Py(-) expression yields the desired relationship
between Pp(-) and Pp.1(+):

Pu(-) = Fy Poi(H Fl +Qp (132)

Equations (125) and (132) describe the propagation of P, between updates and over an
update. With Equation (131) for K,, this set enables the optimal gain matrix to be
calculated on a continuous basis for the estimation filter (Figure 10). These results are
summarized in Figure 11.

It is to be noted in Figure 11, that the optimal gain determination requires an open loop
updating of the covariance matrix P based on its value for the previous interval. An
integration process is implied by this operation that must be initialized at the start of the
filtering process. The initial value of P (i.e., Py) is determined by the best estimate (on a
root-mean-square basis) of the variances (and covariances) associated with the errors in
the state vector X at the start of alignment. One of the advantages (and shortcomings) of
the minimum variance approach is that it is based on knowing what the initial uncertainty
in X is (as manifested in P,). In addition, knowledge of the statistics of the process and
measurement noise (as manifested in Qy and Ry) is required. If these statistical
parameters are known (and they usually are), the Figure 11 gain formula yields excellent
filter performance. On the other hand, if Qp, Ry and P, are unknown (or have large
uncertainties), performance deficiencies can be introduced.

To be assured that reasonable performance will be achievable with the possible variations
that may be experienced in Ry, Qp, and P, from what was assumed in the filter design,
digital simulation analyses are required. Such simulation studies are designed to obtain a
set of Ry, Qp, Py that yield good filter performance over the range of anticipated
variations in these parameters that may actually be experienced in practice.

Another point should be noted regarding the form of Figure 11 for filter performance
analyses. The performance of the filter is completely characterized on a statistical basis
from instant to instant by the covariance matrix P. Hence, in the process of calculating
the gain, the covariance performance of all of the filter estimated states (the elements of
X)), are also determined. Statistical analyses of the filter performance using a digital
simulation, therefore, need only simulate the Figure 11 loop. Note, that the Figure 11
covariance update equations are general for any gain K;, (see derivation), not only for the
optimal gain. Gains determined on the basis of off-nominal Q,, Ry, P, can also be
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FIGURE 11 - OPTIMAL GAIN DETERMINATION
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utilized in Figure 11 if the K;, block is replaced by the equivalent block for off-nominal
gain determination. Such an approach is illustrated in Figure 11A. The starred quantities
are the assumed off-nominal filter gain design parameters. The non-starred quantities
represent the actual statistics of the filter operation that would be experienced when
applying the off-nominal parameter based gains.

In the more general case, the analytical model used for the estimation filter in the flight
computer (Figures 10 and 11) may not only deviate from reality in Qp, R, and P, but
may also contain inaccuracies in its state dynamics matrix model (Fy), its measurement
matrix model (Hp), and in the number of states it accounts for. The analysis of these
effects deals with the performance characteristics of “suboptimal” filters (filters that have
the general optimal gain determination and estimation structure, but with inaccuracies in
the system model, either due to uncertainties in the actual model, or due to
approximations intentionally introduced to reduce the analytical complexity of the flight
software required for implementation). The equivalent to Figure 11A for determining
suboptional filter performance in the more general case can be derived following the
same methodology used in developing Equations (122) to (132).

We begin by defining the analytical model of the system states assumed in the flight
computer:

Xn () = Frxxn Xt (4) + Fxxg ng (1328
where
i = The flight computer estimation filter state vector before (-) and after (+) a
filter update.
liixx = The state transition matrix for i assumed in the flight computer.
u = The X control vector used to modify X at each Kalman update cycle

*
(following the X update).

The estimation filter update equation is:

() - Kp (Z] ] Zn) (132B)

where

Z = The actual measurement vector (obtained from actual system
measurements).
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*
Z = The flight computer estimate for the filter input measurement (based on the
assumed analytical model for X).

%
Hyx = The flight computer model for the measurement matrix.

K = The “optimal” gain matrix used in the computer estimation filter, typically
calculated as shown in the left hand portion of Figure 11A.

We now define the actual system analytical model as:

Xn = Fxx, Xn-1+ Fxy, Yn-1 + Wx, + Fxx, Un-1
Yn = Fyy, Yn-1 + Fyx, Xn-1 + Wy, + Fyx, Un 1 (132C)
Zy = Hx, Xn+Hy, Yn+ vy
where:
k
X = The actual state vector (approximated by X in the flight computer estimation
filter).
Y = The vector of additional actual states not accounted for in the flight

computer filter.
Fxx, Fxy, Fyx, Fyy = X, Y state dynamic matrix elements (Fxx is approximated
by ﬁxx in the flight computer).
wy, wy = X, Y state integrated input process noise vectors.

v = Measurement noise.

%
Hx, Hy = Actual system measurement matrices (Hy is approximated by Hy and
Hy is assumed to be zero in the flight computer filter).

The error in the flight computer X estimate is defined as before (in the steps leading to
Equation (124A)):

>
[

AX -X

The value for AX immediately following an update is derived by combining equations
(132B) and the Z measurement formula from Equations (132C):
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AXn(#) = Xn(+) - X = Xn() - Kn (Zn - Zn) - Xn

1
>
<
-

A
=

o
>

*k %
= AXn(-) + Kp |- Hy, AXy(-) - (Hy, - HXp) Xy + Hy, Yy + vy

or

* %
AXn(+) = (I-Kp Hy,) AXn(-) + Ky vn - K (Hy,, - Hyx,)) Xn + Kp Hy Yy (132D)
where

I = The identity matrix with the same dimension as X or AX

The error immediately preceding an update is derived by combining Equation (132A)
with the dynamic propagation formulas in Equations (132C):

x % *
(-) - Xn = Fxx, Xn-1(+) + Fxx, Un-1 - Fxx, Xn-1

AXxn(-)

- Fxy, Yn-1- Wxp - Fxx, Un-1
(132E)

* *
= Fxx, AXn-1(+) + (Fxx, - Fxxy) Xn-1 - Fxy, Yn-1 - Wx,
*
+ (Fxx, - Fxx,) Un-1

It is convenient at this point to hypothesizes a form for the control vector u. For inertial
navigation estimation problems u is typically a linear function of the estimated state

%
vector X:

%k
u=-LX =-L(X+Ax)
where
L = The control matrix.

Substituting in (132E) yields the final form:

241



% %k
AXp(-) = Fxxrl AXp1(+) + (Fxxn - Fxxn) Xn-1 - FXYn Yh1- Wxy

*
- (Fxx, - Fxx,) Ln (Xn-l + A&l-l("‘))

or

* ¥
AXp(-) = Fxxn - (Fxxn - Fxxn) Ln| AXp-1(+)
. (132F)
+ (Fxx, - Fxxg) (L= Lp) Xn-1 - Fxy, Yn-1 - Wx,

The X, Y dynamic propagation formulas can also be expanded using the latter definition
for u:

= Fxx, - (I - Ln) Xn-1 + Fxy, Yn-1 - Fxxy Ln AXp1(+) + wx,
(132G)

b e

= FYYn Yn1+ Fyxn (I - Ln) Xp-1 - Fan Ly AXp-1(+) + Wy,

Equations (132D), (132F) and (132G) can now be converted to a more familiar form if
we define an augmented state vector with associated dynamics, integrated process noise
increment, measurement model, and update gain matrix as follows:

AX
= Wx
X=X W= |- wy
Y -

* * *
[FXX - (FXX - FXX) L] (FXX - FXX) (I - L) - FXy

F = -Fxx L Fxx (I - L) ny (132H)
L - Fyx L Fyx (I - L) Fyy ]
N I
H" = | Hx (Hx-Hx) -Hy K= JK J =10
0

Using the above definitions, Equations (132D), (132F) and (132G) simplify to the
following familiar forms:

X)) = FnXhn1(#)-wh
(1320

X'n(+) (I/ - K" H/n) X'n(-) + Ky v
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where
I” = The identity matrix with the same dimension as X~

Equations (132I) are identical in form to Equations (124A) and (131A). Hence, the
covariance equivalents of (132I) should also be identical in form to Equations (125) and
(132) (the covariance equivalents of (124A) and (131A)). Thus, from (124A) and
(131A):

-

. . -T .
Pn(-) = Fn Pn_1(+) Fn +Qn

(132)
. .\ . . AT , T
P (+) = (I -K, Hn) P.() (I -K, Hn) + K, Ry K,
where
R = E(vv7)
I Wi ol wy ‘WyTJ\
Q = E(E'E'T) - E %)
Wy I
Qxx - Qxx-Q
W Wy T '%&XVXT 'EXWyT XX XX Xy
= E| cwxwe! wewx! wewyT | = - Qux Qi Quy (132K)
) T T T T T
Myw Wwl Wy -Qu Qg Quy |
Qxx = (%{ %T)
T
Qyy = (Ey Ey)

Qxy =E (wx wy

ax |ax" xT Y”u

P = E(Xx XT) = E{ X f

Y

(Continued)
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Paxax Pxax Pyax |
AX AXT AX XD AX YT
=E| xax! xxT xyT | =] Pxax Pxx Pxy
T T T
Y Ax YX Yy 7PYAXT Pxy' Pyy |
(132K)
Paxax = E(axax")  Pxx = E(xX7) (Concluded)

<
<
=

Pxax = E(XAXT)  Pxy = E
Pvax = E(Yax')  Pyy = E

<
=
=

The performance of the suboptimal filter is defined by the covariance of the error vector

AX (i.e., by Paxax = E (A)i AXT), the upper diagonal elements in the Equations (132K)
P’” matrix formula). Symbolically,

Paxax = JIPJ (132L)

where J is as defined in Equations (132H).

Figure 11B depicts Equations (132J) with (132L) in block diagram form. The K, gain
matrix is shown being generated as in Figure 11A from the reduced state flight computer

filter model estimate for the system covariance characteristics (the assumed statistics of X
with its assumed state transition matrix, input noise matrix, measurement matrix,
measurement noise matrix, and covariance matrix initialization).

An alternate to the Figure 11B suboptimal analytical configuration separates the control
from the error propagation equations such that Equations (132A) and (132C) become

equivalently:

%k *
Xn-1(++) = Xp-1(+) + up-1
. . (132M)
Xn() = Fxx, Xn-1(++)
Xnp-1(++) = Xp1+up
Yn
(132N)

where
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(++) = Reference to conditions immediately after application of the control
vector which is immediately after the Kalman estimate is made.

The X equations in (132M) and (132N) can then be combined using the previous

definition for AX = Ski - X to obtain:

AXp1(++) = AXy1(+)

(1320)
AXn(-) = Fxx -1(++) - Fxx, Xn-1(++) - Fxy, Yn-1(+4) -
k K k
= Fyyy AXn-1(++) + (Fxx,, - Fxxy) Xn-1(++) - Fxy, Yn-1(++) -
Introducingu = - X (X + AX) Equations (132N) with (1320) become:

AXp-1(++) = AXp-1(+)

Xn-1(++) = - Ly AXp1(+) + (I - L) X 1(+)

Yn-1(++) = Yp-1(+)
(132P)

k b
AXn(-) = Fxxy AXn-1(++) + (Fxx, - Fxxy) Xn-1(++) - Fxy, Yn-1(++) -
Xn(-) = Fxx, Xn-1(++) + Fxy, Yn-1(++) -
Yn(-) = Fyy, Yn-1(+4) + Fyx, Xn-1(++) + Wy,

Using definitions similar to those employed in Equations (132H), Equations (132P) can
be written in the augmented form:

X'n-1(++) = F, X'n-1(+)
(132Q)
Xn(-) = F. Xp1(+4) - wh

where
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Wy
X' =1 X W= | - wy
Y Ty
I 0 O
F'=| -L (I-L) 0 (132R)
0 0 I

F m — O FXX ny

The companion covariance propagation equations are:

Poi(++) = F, Pyg(+) F'yl
(1325)
P'h(-) = F'y Prg(+H) F'y T+ QY

where P” and Q” are as defined previously in Equations (132K).

Equations (132S) with the covariance update equation in (132J) form an alternate to the
(132J) suboptimal covariance matrix propagation equations. Figure 11C illustrates how
the actual filter performance would be evaluated with this approach using the actual
system calculated gain K;, (as in Figure 11B).

Figures 11B or 11C with Equations (132H), (132K), and (132R) can be used to evaluate
the suboptimal covariance performance (Paxax ) of an estimation and control filter
implemented in flight software for the general case where the flight computer state vector
model differs from the “real world” in its dynamic characteristics, measurement
characteristics, number of states in the overall model, as well as variations in the process
noise and initial covariance amplitudes.

Figures 10 and 11 define the general structure of the classical discrete Kalman filter with
state variable control. Figures 11A, 11B, and 11C define covariance methods that are
useful for analyzing the performance of such Kalman filters in “real world”
environments.

Kalman filtering is a general estimating technique that is not only applicable to the
specific inertial navigation alignment problem we are addressing; as we shall see at the
end of this lecture, it is a general concept that can be applied to a large class of estimating
problems encountered with digital systems including the broader problem of inertial
navigation system aiding.
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APPLICATION TO THE FINE ALIGNMENT PROBLEM

Let us now return to our problem of performing the strapdown fine alignment function
and apply the Figure 10 and 11 Kalman filter optimal gain approach developed in the
previous paragraphs. Returning to Equation (117A) which defines the state vector for the
fine alignment problem, we note that the top four state vector elements are system
induced errors, whereas the bottom three are environmentally induced effects (see Figure
9). We also recall that the environmentally induced effects are only approximately
modelable, as contrasted with the system induced errors, which are accurately
understood, hence, modelable. In addition, the externally induced effects generally have
wider bandwidth characteristics than the system errors, which are, therefore, attenuated to

. . . *L
a larger extent by the pre-filter installed in the system software that operates on vy, the

sum of the system and environmentally induced effects (see Figures 5 and 6). This, of
course, was the reason for inserting the pre-filter: so that “the measurement” is a stronger
measure of system errors (the quantities of interest) rather than external effects (i.e., to
increase signal-to-noise ratio). The above discussion sets forth the rationale for not
attempting to estimate the environmentally induced effects as part of the alignment filter
operations (i.e., not estimating the last three elements in Equation (117A)). It can be
verified that if the model we assume for the environmental disturbance is accurate,
neglecting to estimate the disturbance state variables adds virtually no error to our filter
performance results. On the other hand, if our model for the disturbance state variables is
inaccurate, not estimating the disturbance effects avoids the potential of significant filter
inaccuracies caused by a bad mismatch between the actual disturbance and the model we
are using for the external environment.

Not estimating the disturbance effects does not mean that we neglect their presence
completely. We still account for their presence on a statistical sense in the covariance
matrix (P) used in Figure 11 to determine the optimal gains. The way we implement the
“no estimate” constraint is simply to set the gain elements associated with the disturbance
estimates to zero in Figure 11. Since there is no coupling between the system and
environmentally induced state variables between filter updates (see Figure 9), setting the
update gain for the environmental state estimates to zero completely uncouples their
effects in Figure 10 from the estimates of the system error states. Consequently,
estimated environmental state variables in Figure 10 can be eliminated without changing
the filter performance results.

The final simplification is to set the control vector u,.1 equal to the negative of the X
estimate at (n-1) (i.e., correcting the X states being estimated to zero so that the best
estimate for them is controlled to zero continuously). With this philosophy, from
Equations (117A), the control law sets:

*k

o

*, *1, *1,
Since, based on all the available information these are the best estimates for the system
error variables, we can conclude that this is our best control of the actual system error

states.
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With the latter simplifications, Figures 10 and 11 can be put into the equivalent Figure 12
form. Comparing Figure 12 with 11 it is to be noted that the Figure 10 estimation filter
dynamics F;, and H;, within the filter are absent in Figure 12. This, of course, is due to

k
our selection of u,._1 to equal - X;,_1 (see Figure 10). The prime () notation for X

signifies those elements of X being estimated. Hence:

[Boich,
L
_| (133)
SXII;

(5K§)F

The double prime (") indicates the elements of X not being estimated (i.e., the disturbance
state variables:

X' = Rlﬁ (134)

[

The associated state transition and integrated process noise vectors (F_, F , w_, w_]are

those elements of F, and wy, in Equation (120) associated with X“and X " Since X" and
X " are uncoupled, such a separation is readily achievable. The measurement matrices

HI;, H", are compatible with (133), (134), and (119A), and are given by:

=0 0 0 1]

H,
(135)
Hn

=0 0 1]

The Kn gain matrix is the optimal gain matrix of Figure 11 associated with the X~ states

being estimated. The J matrix equates the elements of K;, (in Figure 11) associated with
X" to zero. The J” matrix discards the zero elements of K, associated with X " so that the

remainder Kn is only for updating X“. Hence:
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The other matrices in the alignment filter are those described previously in Equations
(119B), (121), (124A), and (131A). Since there is no significant “measurement” noise
for the alignment problem as formulated, the measurement noise vector v, and covariance
matrix R, can be equated to zero. If Figure 12 is compared with Figure 6 (and 7) it
should be apparent that Figure 12 is the equivalent discrete form of Figure 6, and that the
K, matrix of Figure 12 is the Figure 6 Ko, K¢, Ky, KyF gain array utilized in the flight

computer.

One final note regarding the implementation of Figure 12 in the flight computer. If
Equations (136), (119B), (121), (124A), (131A), (117A,B,C), (118), and (120A) are
reviewed, it is to be noted that the matrices involved in the Figure 12 gain determination
are constant (except for P and K which are the dependent variables generated as a time
function from the fixed matrices and the initial conditions set for P). Hence, the Figure
12 gain determination loop will generate the same gains as a function of time for all
alignments. It can be concluded that if the resulting gains are determined once on a
laboratory computer as a function of time, they can then theoretically be programmed into
the flight computer as a time scheduled function with equivalent flight computer
alignment filter results. It should be realized, however, that in more general Kalman filter
applications, the gain determination will depend on variable navigation parameters for
which the stored gain schedule approach is no longer valid.

GENERALIZED KALMAN FILTER APPLICATIONS

The general Kalman filter structure as represented in Figures 10 and 11 can be applied to
a variety of problems, not only to the alignment problem we have been dealing with. One
of the principal advantages of the approach is that it allows the blending of information
from several different sources to develop the optimum estimate from all sources
combined. One of the classical applications of this latter approach has been in the
blending of navigational information from several different sources on a vehicle to obtain
an optimum navigational estimate. The result is a navigation estimate that has all of the
high accuracy qualities of the input navigational devices, but with many of the poorer
performance characteristics removed. When an inertial navigation system is one of the
sources of navigational data feeding the Kalman filter, the total integrated system is
known as a Kalman aided inertial system, or a hybrid aided inertial system.

As an example of a Kalman aided system, consider a system composed of an inertial
navigator (INS), a doppler radar, and an Omega receiver. The INS provides self
contained low noise wide bandwidth data; however, due to sensor errors, the position
errors present in the output are unbounded, and velocity errors are present with Schuler
oscillations that tend to build in amplitude with mission time. The doppler radar, on the
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other hand, generally has high quality bounded velocity information (typically in error by
0.1% of actual velocity), but the data is noisy and needs filtering. As a result, bandwidth
characteristics are degraded. In addition, the doppler data is erroneous during
maneuvering flight, and for a military application, doppler radar is radiating and not
desirable for security reasons as an operating condition over unfriendly territory.

Navigational position data obtained by integrating the doppler velocity data (a heading
reference is implied in the doppler system output) also has an unbounded characteristic
on the same order as the INS. The Omega receiver, on the other hand, has bounded
position errors (on the order of one mile), but without direct velocity data as an output.
Deriving velocity data from Omega position changes yields too noisy an output, even
with filtering. (Stand alone Omega systems may utilize a heading reference and air speed
as the basic velocity reference, with the Omega position data used to update the velocity
signal in a blending filter similar to the one we utilized for the vertical INS channel using
the baro altimeter). A disadvantage of Omega is the possibility of black-out periods for
extended times during the mission due to low signal to noise ratios from the Omega
receiver.

A Kalman aided system utilizing the above three navigational devices would have the
wide bandwidth low noise characteristics of the INS, the high quality velocity accuracy of
the doppler (with noise removed) and the bounded position error characteristics of the
Omega receiver. If an accurate model for the INS sensor errors (as well as the
attitude/position/velocity error model - see Lecture 10) is incorporated for the Kalman
filter states, the filter will estimate the INS sensor errors, which can then be utilized
(through the uy,_1 control vector in Figure 10) to calibrate the sensors in flight. With the
INS calibrated, improved INS performance is achievable if the Omega becomes too noisy
to be usable, or the doppler data cannot be used due to vehicle maneuvering, or because it
is shut down for security reasons. Under these conditions, the integrated system can
operate with only the INS in a pure inertial mode, until the other sensor data is restored.
The H, measurement matrix in Figure 10 would be controlled by the filter software to
reflect which (if any) measurements from the three navigation devices are being
processed. The Kalman filter covariance matrix would be updated in Figure 11 with the
H,, as configured throughout the mission, thereby providing an accurate indication of the
error conditions in all navigation devices, even when they are not being measured.

With the Kalman filter providing the blending function as described above, it should also
be apparent that the integrated system achieves a degree of optimality from a redundancy
standpoint. Each navigation device can also be considered as a back-up for the Omega.
When all are operating, the Kalman filter provides the optimum estimate for the
navigational state based on all estimates. For the case where one device (or two) fails, the
filter will continue to provide the best navigation estimate based on the data available
from the remaining operating input devices.

Figure 13 is a generalized diagram for the above described integrated Kalman aided
inertial system. The measurement for the Kalman filter is obtained by subtracting
navigation signals between the input devices so that a measure of the device errors is
input to the filter (recall that the measurement vector Z;, is used as a measure of system
errors. If the system is perfect, Z, should be zero, except for measurement noise).
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FIGURE 13 - EXAMPLE OF A HYBRID AIDED
INERTIAL NAVIGATION SYSTEM

Note in Figure 13 that the INS is being updated (with u,-1) from the filter so that its
output becomes the best estimate directly. In this type of implementation, the INS is
considered the primary reference that is updated by the other devices. The Kalman filter
for such an approach, may be a part of the INS computer. Depending on the application,
other configurations are obviously possible. The Kalman filter structure in Figure 13, of
course, would be as shown in Figures 10 with 11 for the gain determination. The error
models used for the gain determination would account for all of the significant error
states and noise variables in the sensing devices, and in the measurement process.

One final note regarding the Figure 13 configuration. With the Kalman aided inertial
configuration indicated, the inertial system is in a continual state of being updated in
terms of sensor calibration as well as position, velocity, and attitude accuracy (assuming
that measurements are being processed). With this arrangement, therefore, the initial
alignment process described previously can also be included. Hence, the initial
alignment would become another filter submode, with the measurement brought in as
indicated in Figure 13. Thus, the distinction between the alignment and navigation
modes would disappear. All modes would be navigation modes, with the measurement
and Kalman filter state variables configured to handle the particular mission assignment
(initial alignment, pure inertial, Doppler-inertial, Omega-inertial, doppler-Omega-inertial
etc.). A doppler dead-reckoning mode could also be implemented by augmenting the
doppler in Figure 13 with a position integration, and updating the doppler
position/velocity readings with Kalman estimates of the errors in these quantities
determined during prior aided operations. Note, that an in-air alignment mode is also
achievable with this system by merely entering the doppler-inertial mode with the initial
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covariance matrix in the Kalman filter set to correspond to the larger uncertainty in a
misaligned platform. The Kalman update cycle will then reset the INS attitude along
with the other parameters to achieve the proper attitude reference accuracy, hence,
achieve alignment.
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APPENDIX A - DERIVATION OF STRAPDOWN
INERTIAL NAVIGATION EQUATIONS

APPENDIX B - DERIVATION OF ERROR EQUATIONS FOR
STRAPDOWN INERTIAL NAVIGATION SYSTEMS
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APPENDIX A

DERIVATION OF STRAPDOWN INERTIAL NAVIGATION EQUATIONS
This appendix provides a rigorous derivation of the continuous form strapdown inertial
navigation differential equations.

Nomenclature
The following general nomenclature is used in this appendix:

A, Ay, Ay, A3 = Arbitrary coordinate frames.

E Frame = Earth fixed coordinate frame used for position location definition.

L Frame = Navigation coordinate frame having its Z axis parallel to the upward
vertical at the local earth surface referenced position location point on the
earth’s surface. Used for integrating acceleration into velocity, for defining
the angular orientation of the local vertical in the E Frame and for

describing the strapdown sensor coordinate frame orientation.

B Frame = Strapdown inertial sensor coordinates (“body frame”) with axes
parallel to nominal right handed orthogonal sensor input axes.

I Frame = Non-rotating inertial coordinate frame used as the reference for
angular rate sensor measurements.

V = Vector without specific coordinate frame designation.

XA = Column matrix with elements equal to the projection of V on Frame A axes.

A . . . . .
C A é = Direction cosine matrix that transforms a vector from its A, Frame

projection form to its A Frame projection form.

WA A, = Angular rate of coordinate Frame A relative to coordinate Frame Aj.

When Aj is the inertial I Frame, A ;A , is the angular rate measured by
angular rate sensors mounted on Frame Aj.

Qﬁ? A, = Skew symmetric (or cross-product) form of 04)2? A, Tepresented by the
- ; 3 -
0 "0z Oy,
. 3 3 3 3 3
square matrix| @y 0 - 0X |, where wy | ,, ®y,, 07, , are the
3 3
| -0y, x5, 0 |
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A . A :
components of %? A,- The matrix product of € Ai A, With another A3
A3 . .
Frame vector equals the cross-product of wa | 5, with the vector in the A3

A . . .
Frame. Because Ai A, 18 skew symmetric, its transpose equals its

negative.

() = d()

i = Derivative with respect to time.

General Coriolis Relationship Between Unit Vectors In Rotating Coordinate Frames

Consider a unit vector ua | along one of the axes of a coordinate Frame Aj. Define its

. . A
components in another coordinate Frame A, as the column vector u A?-

Now, assume that
coordinate Frame A is rotating relative to Frame A at angular velocity wa ,A ;. Define

. A
the components of WA ,A | in Frame Aj as the column vector %i A - Further, assume that

A A . . . .
the angle between u A? and %5 A 1s o Figure A-1 depicts the geometry involved as

viewed in Frame 2.

Ao
LlAl
[
. [
Sin o
[
| (04
- [1
A
QAQAI

FIGURE Al - GEOMETRY INVOLVED

. Ao . A .
The magnitude of the rate of change of u Af is equal to the component of u A? perpendicular
A2 . h itude of An F Fi A-l.si Ao . .
0 WA ,A | imes the magnitude of Wp, 4, - From Figure A-1, since u, | 1sa unit vector,

. . A o
its component perpendicular to %% A 1s sin ot and:

.A2
UA4

Ay .
9A2A1 Sin o
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. . . “Ag . . A Ay .
From Figure A-1, the direction of u Af is perpendicular to %i Ay andu Af’ into the plane
of the paper. From the definition of the cross-product between two vectors, the above

. . . A
magnitude and direction properties of u Afshow that:

Ay Ap Ar
Ua, = %2A1XEA1

. : : A :
Defining the rotation rate of Frame A relative to Frame Aj as %f A, and noting that:

A2 A2
@AlAz = - QAzAl

allows us to write the equivalent form:

EAl = _QAlAzx EAI (A'l)

Equation (A-]) is the fundamental Coriolis relationship defining the rates of change of the

. A . . . .
components of a unit vector u A? (fixed in one coordinate Frame Aj) as measured in

. . . . A
another coordinate Frame A rotating relative to A at angular velocity %f Ao

Body Direction Cosine Rate Equation

The direction cosine matrix relating body to local level navigation coordinates is defined as

L . . . . .
Cg, which can be related to an inertial non-rotating coordinate frame (I) through:

Cp = O/ Cy

where

L I
C;, Cz = Direction cosine matrices relating the inertial (I) frame to the local level
frame (L) and the body frame (B).

The derivative of the latter expression is:

-L

-1 -L -
Cp = CFCp+CyCy (A-2)
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I . . . .
The rows of Cg represent unit vectors along the I Frame coordinate axes as projected into
the B Frame:

I T B B B\T
Cp (B) = (911’212’913) (A-3)

where

B
uy; = The column vector whose elements represent the B Frame components of a

unit vector along the jth I Frame coordinate axis.
Taking the derivative of (A-3) obtains:

I .B B -B\T
Cg = |up,up, ug3

Applying (A-1):

‘B B B
Uj = - X U
or
‘B B B
uj = -Qpp uy
Substituting:
1 BB B B|\T
Cp = {QIB (911»212’913 ﬂ
B B B\ BT
= 411> Y2- Yp3 1B

B B T B
= |up.up. U3 | Qp

where use has been made of the fact that the transpose of a skew symmetric matrix equals
the negative of the matrix.

With (A-3),

-1 B
CB = C}B QIB (A'4)
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A similar development for CIL obtains:

o = oo
Taking the transpose yields the C% term in (A-2):

ef = -Qp CF (A-5)
Substituting (A-4) and (A-5) into (A-2) yields:

= clch o) [k b

or, upon recombining the matrix elements:

- L B L
Cp = C§Qp-Qp C (A-6)

Equation (A-6) relates the rate of change of the body-to-local level navigation frame
direction cosine matrix to inertial rotation rates of the body as measured in body axes (by
strapdown gyros) and inertial rotation rates of the navigation frame as computed in
navigation frame axes.

Position Direction Cosine Rate Equation

The horizontal position of an inertial navigation system (INS) over the earth can be defined
E
in terms of a direction cosine matrix C;_ relating earth fixed axes (E) to the locally level
E
navigation coordinate frame axes (L). The rate of change of C| is related to the rotation
rate of L with respect to the E Frame. Following the development procedure utilized for

the body axis direction cosine rates, the C|_ rate equation can be similarly obtained:

P 0 R U & T

L = \YE1r YUE2> UE3

.E L L LT

CL = (Ug1 UE2 UE3

L L L

ugj = - QgL Ug;

-E L (L L L |\T L L L\ L
CL = ‘{QEL (EEl’EEza U3 ﬂ = (HEI’EEZ’ Ugs | QEL
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E L
CL = CE Qg (A-7)

Angular Rates Of The Earth And Local Level Frames

L
The inertial angular rate of the local level frame (wy;, in Equation (A-6)) is computed as the
sum of the angular rate of L relative to E and the rotation rate of E relative to I:

L L
o = OF +OF (A-8)

L . . .
The wrg term in (A-8) represents the earth rotation rate vector as seen in local level
coordinates. It is related to the equivalent component vector in earth coordinates through

the direction cosine matrix relating local level and earth coordinates axes (Cy):

(A-9)

The QIéL term in (A-8) is equal to the sum of its horizontal and vertical components. The
vertical component is a function of the type of local level navigation frame utilized (e.g.,
wander azimuth, free azimuth, or North/East geographic). The horizontal component of
QIéL is produced by the translation of the local level navigation frame over the earth. For a
spherical earth, the magnitude of the associated angular rotation rate of the local vertical (the

L
horizontal component of g ) equals the horizontal component of velocity divided by the

distance from earth's center to the vehicle. The direction of the horizontal angular rate
vector is perpendicular to the velocity vector. The above effects can be expressed
analytically as:

L 1(L L
o, = R(uR x ¥4 + pr ug (A-10)

where

v = Translational velocity of the navigation frame relative to earth.
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R = Distance from earth's center to the INS (for a spherical earth).

U, = Unit vector along the position vector from earth center to the current INS
position.
pr = Terrestrial angular rate of the local level navigation frame (L) about Uy

For a true oblate earth model, Equation (A-10) has the more general form:

L L
OFL = PH+ PVert U” (A-11)

where

L . L . o . .o
pg = Horizontal component of Wy required to maintain horizontal navigation

coordinate axes in the presence of v&

ul = Unit vector perpendicular to the surface of the earth along the local vertical.

pvert = Terrestrial angular rate of the local level navigation frame (L) about the
geodetic local geodetic vertical.

L . .
The py term is a function of vL and the local curvature of the earth's surface.

Velocity Rate Equation

The velocity of interest in inertial navigation is the time rate of change of position relative to
earth fixed coordinates. The velocity vector is defined in earth coordinates as:

vB = R (A-12)

vE = Column vector representing the velocity vector of interest projected along
earth frame axes.

RE = Column vector representing the position vector from earth's center to the
INS as viewed in earth coordinate axes.
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The components of v in local level frame (L) coordinates are the values needed for internal
system computer usage and (with appropriate conversion routines) for navigation data
outputs. The L Frame components of v are related to the earth frame components by the E
to L direction cosine matrix through:

JL = CEXE (A-13)

The derivative of (A-13) is:

. L .
VO = CpvEr gyt (A-14)
L
The Cg term in (A-14) is the transpose of (A-7):
.L ( L )T L L L

L
where it is recognized that Q; 1s skew symmetric, hence its transpose equals its negative.
The yE term in (A-14) can be developed by first operating on (A-12):
= RE - YR = R R
dt
Through a development similar to that leading to (A-4),
-E I I
Cr = CF Q= - Q (A-16)
1 I
where it is recognized that (i is the negative of Q. Hence,
: I
vE = cf (R Q! | (A-17)

The XE term for (A-14) is now obtained from the derivative of (A-17):

. .. 1 I . .E[.- I
Vs CF (RI- QER'- QF RI)+CI (BI- Qi BI)

Ef(s1 I 1) E(.1 I (A-18)
= C (B -QER )+CI (B -QIEBI)

1
The Qg term in the latter expression has been equated to zero due to the constancy of
earth's rotation rate. With (A-16), (A-18) becomes:
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. .. | | I I
Vo= CF (BI -QgR'- QR +Q Q BI)

. I . I I (A-19)
= Cf (EI -2 QR+ O Q BI)

The BI term in (A-19) can be related to v through (A-17). Transformation of (A-17) to

I
the I Frame (multiplication by Cy) and rearrangement yields:

. I
R = v+ Qp R

Substitution into (A-19) obtains:

‘E

E[.1 I I 11
G |B -2 Qp (!I + Qg BI)+ Qg QF BI}

. I 1 1 (A-20)
CF (BI - O O R'-20Q XI)

The R term in (A-20) is the total inertial acceleration of the INS. This can be equated to
the sum of gravitational acceleration (go0) and specific force acceleration (QSF)’ the latter
representing the acceleration produced by contact forces that is sensed by accelerometers:

- ] | 1
R = g0 t AgF

Equation (A-20) then becomes:
: 1 1 1
e CF gISF + &2 -Q Q R'-2Qp Y (A-21)

We now define:

N>

I

I | B |
g~ QE QF R

g

The g vector is the negative of the specific force acceleration that would be measured by
accelerometers at rest relative to the earth at radius vector R. The direction of g is along the
line a stationary plumb bob would take at position location R (i.e., stationary relative to the
earth). For this reason, g is sometimes referred to as plumb bob gravity. With this

definition, (A-21) assumes the simpler form:

: I
Vo= O lagp + -2 Qp V! (A-22)

We can now substitute (A-22) and (A-15) into (A-14) to obtain the following for yL :
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<
|

L 1

= -Qp Cp VB4 cf(g§F+gI-2QIE yl)
L 1

= —QEL XL+C% (QISF-FEI—Q,QIE XI)

L L L
- Qpl, XL+§5F+gL-2QIE vt

Introducing the cross-product vector notation into the latter expression and combining

terms yields the final expression for gL:

. L L
Vo= agp+ gt (QEL +2 QIE) x vb (A-23)

The % p term in (A-23) is obtained by transforming data measured in aircraft body axes to
local level coordinates using the body (B) to local level (L) direction cosine matrix:

agr = Cp agp (A-24)

Altitude Rate Equation

The equation for altitude rate is obtained from the defining equations for altitude:

h= hul = RE-R]

h = (RL ] RL) el .

= T

where
h = Altitude
ul = Unit vector (in L Frame axes) that is perpendicular (along the
local geodetic vertical) to the earth surface and is directed

through the local Rl position point. By the definition of the L
Frame, ul is along the L Frame vertical axis.

hl = Altitude vector.

L .. .
R, = Position vector from earth center to the earth surface point
where ul- emanates.
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The altitude rate is the derivative of h in (A-25):

b= (RE Rt (A-26)

where it is recognized that the rate of change of ul- is zero because it is defined as a unit
vector along the L-Frame vertical axis (hence, its derivative in the L-Frame is zero).

We can also write:

BL _ CI]; BE
(A-27)
Ry = CgR|
The derivative of (A-27) is:
. . L
R" = Cg R"+ g RE
N . . (A-28)
Bs = CIFj BS +CE B]j

-L L
The Cg term in (A-28) is the transpose of (A-7). From the definition of wgy , its transpose
equals its negative, hence:

- L
CE = - QEL CE (A—29)

Substituting (A-29) and (A-12) in (A-28):

L L g L Lop

R™=Cg v'-Qp Cg R

) E . E (A-30)

: L . L E

Bs = CE Bs 'QEL CE BS

or

-L L L

R™ = v"-op, xR

L . L (A-31)
L. L

Bs = CEBS - LRs

Substituting (A-31) with (A-25) into (A-26) yields:
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} L (A-32)

From the definition of R as a vector from earth’s center to the local earth surface, changes

in B]SE produced by vehicle translation must be horizontal along the earth surface. As such,

the second term in Equation (A-32) is identically zero. (Note: This can also be
demonstrated analytically through a very complicated development.) The final equation for
altitude rate, therefore, is:

h = vEeul (A-33)

Strapdown Inertial Navigation Equation Summary

The strapdown inertial navigation equations are given by Equations (A-6), (A-7),
(A-9), (A-10), (A-11), (A-23), (A-24), and (A-33), and are summarized below for easy
reference:

-L B L L L
Cp = Cj Q- (QIE + QEL) Cp
L L E
o = Cg OF
L
OpL = ;(uk X XL) + PR gﬁ for a spherical earth
(A-34)
L L L
OpL, = PH + PVert U for a general oblate earth

. L L
!L = C§§§F+§L- (QEL+291E)><XL

-E E L
CL = CLQEL

ho= yvleut
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APPENDIX B

DERIVATION OF ERROR EQUATIONS
FOR STRAPDOWN INERTIAL NAVIGATION SYSTEMS

This appendix derives the error equations for strapdown inertial navigation systems. The
results are generalized to the extent that they can be applied to any of the traditional types of
local level navigation implementations (e.g., wander azimuth, free azimuth, or North/East

geographic).
Nomenclature
The following general nomenclature is used in this appendix:

A, A1, Ay, A3 = Arbitrary coordinate frames.

E Frame = Earth fixed coordinate frame used for position location definition.

L Frame = Navigation coordinate frame having its Z axis parallel to the upward
vertical at the local earth surface referenced position location point on the
earth’s surface. Used for integrating acceleration into velocity, for defining
the angular orientation of the local vertical in the E Frame and for

describing the strapdown sensor coordinate frame orientation.

B Frame = Strapdown inertial sensor coordinates (“body frame”) with axes
parallel to nominal right handed orthogonal sensor input axes.

I Frame = Non-rotating inertial coordinate frame used as the reference for
angular rate sensor measurements.

V = Vector without specific coordinate frame designation.

XA = Column matrix with elements equal to the projection of V on Frame A axes.

A . . . . .
C A; = Direction cosine matrix that transforms a vector from its Ay Frame

projection form to its A Frame projection form.

WA A, = Angular rate of coordinate Frame A relative to coordinate Frame Aj.

When A is the inertial I Frame, ®a A , 18 the angular rate measured by
angular rate sensors mounted on Frame Aj.

A . A
Q A? A, = Skew symmetric (or cross-product) form of @Ai A, represented by the
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3 3
0 -0z, oy,
. 3 3 N 3 3 3 .
square matrix| @y, 0 -wx,, Wherewx , @y, 07, arethe

3 3 0
| "0y, Ox,

A . A .
components of %i’ A,- The matrix product of Q Ai A, With another A3

A . .
Frame vector equals the cross-product of @Ai’ A, With the vector in the A3

A . .. .
Frame. Because Q Ai’ A, 1s skew symmetric, its transpose equals its

negative.

I = Identity matrix.

()

() =4 Derivative with respect to time.

v = Velocity relative to the earth.
h = Altitude above the earth's surface.
g = Plumb-bob gravity.

Specific force acceleration (acceleration produced by contact forces, not
gravitation). Strapdown accelerometers measure agp in the B Frame.

|oo
2]
o]

I

ur = Unit vector upward along the the radial vector from earth's center.

R = Radial distance from earth's center to the INS.

. L
pr = vertical component of Wgy transport rate.

Strapdown Inertial Navigation Equations

The differential equations of kinematic motion of a vehicle traveling relative to the earth that
are typically instrumented in a strapdown inertial navigation system (INS) are derived in
Appendix A (Equations (A-34)) and have the following form:
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L B L L L
Cp = Cj Q- (QIE + QEL) Cp
L L E
o = Cg OF
L
Of, = Ili(u{i X XL) + PR glli for a spherical earth

(B-1)

. L L
!L = C§§§F+§L- (QEL+291E)><XL

-E E L
CL = CLQEL

L
The spherical earth form of the Equation (A-34) gy, equation has been used in (B-1) as an
approximation for error model determination. In addition, the approximation has been
made that the unit vector along the geodetic vertical gL is parallel to the unit vector along the

. , L L. ..
radius vector from earth's center ug, hence, ug, is utilized for both and treated as a constant.

These approximations produce second order error effects that are generally negligible for
error analysis purposes.

Strapdown Navigation System Error Equations

A strapdown inertial navigation system attempts to continuously evaluate Equations (B-1)
in an on-board navigation computer using strapdown gyros and accelerometers to measure

B B .. . ..
the g and agp quantities. The accuracy for such an implementation is dependent

primarily on the accuracy of the inertial sensor measurements (i.e. - computer errors can be
designed out of the error budget by careful software development and use of a computer
with sufficient word length and speed).

Inertial sensor errors propagate through the navigation equations, producing navigation
errors that contain the dynamic characteristics of Equations (B-1). Equations for the
navigation errors can be derived by differencing Equations (B-1) with the same form of
these equations implemented in the on-board flight computer that include sensor errors.
The equations executed in the INS computer are defined as:
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C = C QB - | + QgL)CB

~L ~L, ~E
oE = CgoE

~L 1 (L ~L) = -L
WEL = < \UR XV ]+ PR UR

R

(B-2)

AL ~L ~B AL ~L ~L AL
v =Cpagg+g - \@WEL +2 WE/XV
~E /\EAL
CL = CL QgL
h =v eur

where

A = Designation that the quantity indicated is a numerical array that has been
generated as a result of calculations in the INS computer.

~ = Designation for a sensor measurement of the quantity indicated (i.e. -
containing sensor errors).

. . .. . . ~nL L ~E - .
The navigation error quantities of interest are the errors in Cg, v , Cp, and h defined as:

(B-3)

Errors in the sensor measurements and the other variables in Equations (B-2) are defined
similarly:
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~B A ~B B
dwB = WB - O

B A B B
87aSF = 4agF - 4gp
A ~L L
= QE-Qp

LAL o
SO = O - O

A ~L
L L
Qg = QEL - QgL

I >
>
.
=

I B
oQ
e
1
0Q

g (B-4)

([ |
o

>7U
K]
~

~E

. . ~L .
It is to be noted that no errors have been defined for ur and wig . The errors in these

quantities are identically zero because the values used for them in the computer are not

calculated, but are constants equal to the true values.

urR-ugp =0

OFE-oF =0

A set of error propagation equations relating (B-3) and (B-4) can now be obtained by
differencing Equations (B-1) with (B-2), introducing the Equation (B-3), (B-4), and (B-5)

(B-5)

relationships, and dropping second order (error squared) terms:
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- L B ~B
85Cp = 8Cp Qpp + Cp 8Qup

(50l + 505 ) €% - ol + ok | 8¢5

: L ~B L L
SVl = 8Cp ag + Cp Sagp - (2 S + 8QEL) x vb
L L
-2 ol + o) x 8- + 3¢t
(B-6)
- E L L
SCL = SCE QEL + CE SQEL

Sh = glﬁ o« vl

Sor; = 3CE orp

SwpL = é(ulﬁ x 5!L) - ilz (Elli X XL) + SpR ug

Equations (B-6) can be converted into a more tractable form by introducing the concept of
small angle vector rotations as the cause for the dC errors:

cp = [1-tYc = sy =-rch
Cp=(-EYct = &k =-Ec (B-7)

ol =B+ o= s =ciE
where

L . . : L
Y = The small angle rotation vector error associated with 6Cg.

e = The small angle rotation vector associated with 8Cy_ .

L
FL, EL = Skew symmetric operators associated with ¥ and gL. See
Nomenclature section at front of this appendix for definition of skew

symmetric form of general angular velocity vectors. The FL, EL skew

L
symmetric forms of ¥ , QL are defined similarly.
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L
Using (B-7), the dwyg equation in set (B-6) is:

So = - E-Chom = - E- o = - e- x o (B-8)

The error model for SgL in the Equations (B-6) dvL expression is the variation in gL in
Equations (B-1) from true gravity. Variations are produced by altitude error (error in R)

and true gravity variations from the model used in the computer. The gL term in Equations

(B-1) can be defined in general as a simple inverse square law gravity model plus a
correction that accounts for the deviation of gravity from the simplified inverse square
model:

g= -2 Jug+Ag- (B-9)
R

where
go = Simplified inverse square gravitation model magnitude on the earth surface.
R, = Earth's radius.

R = Distance from earth center to the INS.

AgL = Correction to inverse square model that accounts for earth mass distribution

effects and earth angular rotation centripetal acceleration (See Appendix A
definition for gravity in Equation (A-22)).

The SgL term in the Equations (B-6) dvL expression is the differential of (B-9):

2
R 2 L L B-10
SgL =2g, R;) OR + SAgL ~ —}f dh ug + Ogy; ( )

where

g = Gravity magnitude at INS.

8511\71 = Unmodeled gravity error (produced, for example, by local gravity
anomalies).
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Equation (B-10) includes the variation of the inverse square term in (B-9) with altitude, but

excludes variations in the A gL term with altitude as negligible. Equation (B-10) also
includes the very good approximation that the error in R is equal to the error in h:

OR = oh (B-11)

- L
Using (B-7), (B-8) and (B-10), the dv equation in set (B-6) becomes:

- L ~B L L
ov = Clﬁ dagy - XL X @I§F - (2 O + QEL) x Sv-
(B-12)

L L
_(BQEL-2eL><9[E)><VL+2§8hu§+6&%,[

- E
Substituting (B-7) into the 6Cp, equation in set (B-6) yields:

.E ‘L L L
CLE"+CLE = CPE"Qp +CF 8Qp

But, from Equation (B-1):
-E E L
CL = G QpL
Therefore,

‘L L L L
CEE = G E"Qp - C Qp E™ +Cp 8Qp

or,
L L L L L L
E =1\E QEL - QEL E |+ SQEL

The term in brackets can be reduced to simpler form by application of the triple vector
product identity:

(VixVa)x V3 = (Vi*V3)Va-(VaeV3)V (B-13)

where
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Vi1, V2, V3 = Arbitrary vectors
Multiplying the term in brackets by an arbitrary vector (V3) yields:
L L L L
()Vs = E"Qgp V3- QgL E'V3
or in the equivalent vector form:

(Vs = e x|om x V3 - om x (e x V)

Applying the triple vector product identity to the terms on the right:

L L L L
()vs = (QL'X3)95L- (QL‘QEL)X% '(QEL'X3)9L+ (QEL‘,L)X3
L L
= (e e vs) opy - o+ V3ot
which, with the Equation (B-13) triple vector product identity, becomes:

()Vs = (QLX@ELL)XX3

or in matrix form:

()* = Designation for skew symmetric form of the vector in brackets. See
Notation section at the start of this appendix for the definition of a vector
skew symmetric form applied to angular rate vectors. The ( )* notation
uses the same skew symmetric form applied to an arbitrary vector.

Since V3 is arbitrary,
L L L
() = E Qp-QpE = (QLXQEL)*
Thus:

L
E = (QL X E]]EL) * 4 SQEL

or

e =e'X QELL + 59ELL (B-14)
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L L
The 8Cp expression in Equations (B-6) is similarly reduced by applying gy from
Equation (B-6) and Equations (B-7) - (B-8):

L T L B ~B
8CB =-T Cllg-FTCB = —FLCEQIB'FCESQIB

L L L L
- (SQIE + SQEL) CI]; + (Q]E + QEL) FL Cg
From Equations (B-1):

-L L B L L L
CB = CB QIB - (QIE + QEL) CB

Hence,
‘L L - { L B ( L L ) L
I CB = - CB QIB - QIE+ QEL CB
B ~B L L L L
+ Tk Q- Oy 8Qup + (SQIE + SQEL) Ck - (QIE + QEL) r-cy
L L L L
= FL (Q]E + QEL) C% - (QIE + QEL) FL CE
~B L L
- CI]; SQIB + (SQIE + SQEL) CE
or
‘L L L L L ~B L L
T = FL (QIE + QEL) - (QIE + QEL) FL- Cllg SQIB CE + SQIE + SQEL

L L\ ~B L L
{XL X (QIE + %L” - Cllg oQIB CE + 0QE + 0QE;
It can be shown that:

Cp 3B €7 = (Clé 59113)

Hence,

R {XL y (@LE N QEL) T i (CI]; @{3]3)* + 800 + 800,

or, in vector form:

L L L L ~B L L
Yy =9 X(@m@a)-cﬁé@wﬁ@wﬁ@a
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or with Equation (B-8):

1= YLX(QILEJfQELL)-CIé Sop - e~ x o + S0 (B-15)

L
The dwgy term in Equations (B-12), (B-14), and (B-15) is the expression in Equations (B-
6) with (B-11) for dR:

S%LL = li(ulﬁ X SXL) - 81; (glﬁ X !L) + OpR 9111 (B-16)
R

Equations (B-12), (B-14), (B-15), (B-16) and (B-6) for dh constitute the error expressions
~B ~B
for Equations (B-1) in terms of sensor errors dagy and dwig. Equations (B-3), (B-4), and

L
(B-7) provide the definition for error terms SXL, Y, QL, Oh in terms of the parameters
calculated in the navigation computer. These equations are summarized below:

L L L ~B L L
Y = LX(QlEJfQEL) - C]1§5@1B- el x o + Sog

5@151 = é(ulﬁ X SXL) . o (ulﬁ X XL) + SPRQIIQ

(B-17)

Sh

1
=
=
.
(7]
<
-

Equations (B-17) constitute an error model for a strapdown linertial navigation system that
can be used for covariance simulation or Kalman filter design purposes. A disadvantage in

these equations is that they compute position in terms of four parameters, the €L vector and
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oh. The vertical component of gL, in particular, is a redundant angle that only appears as a
consequence of the definition of the error parameters in locally level L Frame coordinates

(i.e., the vertical component of QL is the L Frame azimuth error). On the other hand, if the
position error states are not significant enough to be included (e.g., in a Kalman filter
design), the €L and Oh error states need not be included, hence, the above noted
disadvantage disappears.

Error Equation Revisions To Simplify Position Error State Model

For situations where the position error states are to be included, and the redundant gl
vertical error state is to be eliminated, a different definition can be used for the error

parameters that avoids the need to explicitly calculate the vertical component of QL. The
method is to define the basic attitude, velocity and position errors in earth (E Frame)
coordinates:

A
~E E ~E
Cp =[-8t =  scp=Ch-ch=-vECE
~E
8VF = v -vF (B-18)
A ~E

SBE - B _RE

where
E . . . . .
Cp = Direction cosine matrix between body (B) and earth (E) coordinates.

" = Skew symmetric form of le defined below.

E
yE = Angular error in Cp.
R

= Position vector from earth's center to the INS.

We also note that:

Ch = C Cy (B-19)
so that:

5Cy; = 8C; Cf +CL 8Cy (B-20)
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Substituting 8C}” and 8Cy; from (B-7) into (B-20) and the result with (B-19) into the

Equation (B-18) ‘PE expression shows after rearrangement that:

wE = -[sc] o + Cf oc) (CE)T

(CE E"Cp-cr” c%) (CB) (CE)T

celrt- et

or:

(CE)T vl =rt-E" (B-21)

Recognizing the operation on the left as a similarity transformation from E to L, Equation
(B-21), then, is equivalent to:

L L -
Yol (B-22)

An equation relating SVE to 8yl is derived by first recognizing that:

E_ GEOL
v =CLv

= Pk (B-23)
~E
CL = CL+3C)

Substituting (B-23) in the §VE expression in (B-18) and applying the definition for vl
from Equation (B-3), we obtain to first order

SVE = Crv -Chvk (CL+SCL)V Neile
B (L (B-24)
= Cp (V - XL) + SCE Vb = CL Svk + SCL vk
Substituting 8C}. from (B-7) into (B-24) yields:
SVE = CF(svl + EXvl) = CF(5vh + el x v1) (B-25)
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If we now define:

L AL E
dV- = Cg oV (B-26)

Equation (B-25) becomes:

VL = ovl 4+ el x v (B-27)

An equation relating BBE to gL and h is obtained by first defining R in the E Frame by its

magnitude and the unit vector along its direction ug:

RE = Rug
where
R = Radial distance from the center of the earth to the vehicle.
Then:
SRE = Rug - R uk (B-28)

E . L E .
The ug vectors are calculated by transforming ug through the C_ matrix:

~E ~E ~L ~E L

ur = CLur = CLug
E E L
ug = Cpug

Substitution into (B-28) yields to first order:
SRE = (R +R)(CF + 3| ug - RCEuf = RACL uf + 3R CF ug

E E
where 8C; and 8R are defined previously in Equations (B-3) and (B-4). Now apply 8C;
in terms of EL as defined in (B-7):

SRE = RC[ E"ug +8R C} uy
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Treating SBE as a position error vector evaluated in the E Frame, we transform to the L
Frame to find its defined L Frame equivalent:

L AL E
dR" = Cg &R (B-29)

With (B-29), the previous equation becomes:

SRL = RELQI§+8Rg]ﬁ

or in vector form

SRL = R[e"x ug) + R uf (B-30)

The vertical component of SBL is the dot product of (B-30) with glﬁ. As expected it equals

OR. Subtracting the 6R glﬁ vertical component from (B-30) yields the horizontal

component of SRL:

5RY = R (el uf] (B-31)
where
L .
O0Ry = Horizontal component of 6RL.

Equations (B-11), (B-22), (B-27), (B-30) and (B-31) summarized below are equivalency
relationships for the new yL, SXL , SBL error parameters in terms of the original error

L
parameters 7y SXL, QL, oh.
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+ OR ug (B-32)

Differential equations for the new error parameters are now obtained by substituting (B-32)
(with equivalent inverse relationships) into error Equations (B-17).

L ‘L .
The ¥ equation is obtained by differencing y , gL in Equations (B-17) and applying the

V' equivalency expression (and its derivative) from Equations (B-32):

‘L L L ~B
v = \I:L X (QIE + QEL) - Cjy S (B-33)

The BXL equation is derived by first differentiating the (B-32) SXL expression:

- L L . L
SV =8v +e xvl+elxv

. - L .
and then substituting for XL, ov and QL from Equations (B-1and (B-17) with SXL in
terms of SXL from the rearranged (B-32) SXL expression. The result is:
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8V = Chdagp- 1 xaky - (2o + o) (V- - el x v

-(SQELL-QQLXQ[E)XV +§6huR+8 L+(QL><QELL+89EL)><XL

The last three terms in the above expression can be shown to sum to identically zero by
application of the triple vector product identity (Equation (B-13)) to each term and
summing results.

L L
Substituting ¥, 3R from (B-32) for (Y - el), 5h then yields:
- L ~B L L
dV = Cllg SgSF-gLXglgF +gL><gL-(2gE+QE )xSVL+ £ 8RuR+6

L
For error analysis purposes, the A~ term in gL Equation (B-9) can be ignored. Then gL is

L . .
along up and the QL X gL term in the latter expression becomes:

ebxgh = -g(ngglﬁ)

Using the SBE equivalency from (B-32) we then find that:

L. L g spl
e~ X = -2 9JR
€ Xg R O°H

- L
so that the OV equation assumes the final form:

A :CES@EF-ELXQEF gSRH (2@E+95)><6VL+ géSRuR+8 (B-34)
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It remains to develop a OR position error rate equation to replace the e , dh set in (B-17).

The OR position error rate is developed by first differentiating the SBE definition equation
in set (B-18):

- E ~EB -E
SR =R -R (B-35)

The velocity vector v is defined in Appendix A (Equation (A-12)) as follows:

E »E

v:=R (B-36)
hence,

~ ~E

V=R (B-37)

Substituting (B-36) and (B-37) in (B-35), and introducing the definition for §VE from (B-
18) shows that:

- E
SR = §VE (B-38)

From (B-29) we also know that:
A L
8RN = Cg oRE (B-39)
or upon differentiation:
- L L - E
SR = CpoRE+CL SR (B-40)
i .E L , " E
Substituting the transpose of Cy from (B-1) for Cg and using (B-38) for R shows that:
- L L T
R = -QpL (CE) SRE + CE SvE (B-41)

Applying the Equation (B-26), (B-29) definitions for SXL, SBL to (B-41) then yields the

- L
desired equation for 0R :

- L
SR = &Vl - QELL x SR- (B-42)
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Equations (B-33), (B-34) and (B-42), summarized below, constitute the strapdown inertial

L
navigation error equations in terms of the new error parameters VY SVL, 8RL. These
equations are completely equivalent to strapdown navigation error equations (B-17) based

on the original error parameters yL, SXL, QL, oh. The equivalency between the new and
original navigation error parameters is provided by Equations (B-32).

‘L L L L LN
Vv o=y ><(91E+9EL) - Cg o

8V = Cp dask- ' xagp- %8Ry

(B-43)
-(29[1]5+91|§L)><8VL+2156RuI§+6&%,[

SR = 8VL - opy x 6RL
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ADVANCES IN STRAPDOWN SENSORS

By

Paul G. Savage
President
Strapdown Associates, Inc.
Woodbridge Plaza, Suite 150
10201 Wayzata Blvd.
Minnetonka, Minnesota 535343

SUMMARY

This paper reviews the advances that have taken place in strapdown sensor technoclogy
since 1978. It is intended as an update to the paper on Strapdown Sensors presented as part
of AGARD Lecture Series 95 in 1978 (1). Principal areas addressed in strapdown gyro
technology are the state-of-the-art in mainstream floated rate-integrating and tuned-rotor
strapdown gyros, performance advances in laser gyros, special design considerations
associated with mechanically dithered laser gyros, the state-of-the-art in magnetic mirror
and multioscillator laser gyros, present and projected application areas for laser gyros
related to size, performance and cost, the theory of operation and state-of-the-art in
fiber-optic rate sensor technology, and the fundamental distinctions between the laser gyro
and fiber-optic rate sensor. Basic areas addressed in strapdown accelerometer technology
are performance advances in pendulous accelerometers, and the theory of operation and
state-of-the-art in vibrating beam accelerometer technology.

1. INTRODUCTION

The state-of-the-art in strapdown sensor technology has advanced considerably since
1978, particulary in the higher accuracy performance categories. Ring laser gyros designed
by several manufacturing groups have demonstrated their ability to meet the requirements for
1 nmph inertial navigation. Laser gyros are now in operational use on several major
aircraft programs, and have demonstrated reliabilities in the field that are exceeding user
goals. Advanced development programs have been initiated to extend the performance
capabilities of the ring laser gyro into the class needed for 0.1 nmph navigation.

Conventional floating rate-integrating and tuned-rotor gyro technology has been
increasingly applied in the moderate to low performance strapdown areas. These instruments
continue to provide a good alternative to the ring laser gyro in applications requiring
small size and low cost, where lower performance is acceptable. A new optical rate sensor
technology based on the use of fiber-optics has emerged over the past few years as a lower
cost/reduced performance alternative to the ring laser gyro. Simultaneously, ring laser
gyro development activities have been directed at cost and size reduction to extend its
applicability range into the moderate performance areas.

Strapdown accelerometer technology continues to be principally based on the pendulous
electrically servoed accelerometer design approach. Design refinements since 1978 have
upgraded the performance of this instrument and somewhat reduced its cost. It continues to
remain compatible in cost and performance with requirements in most strapdown application
areas (in proportion to the cost of the gyro and computing elements that are also contained
in a strapdown system). To meet cost targets for the future, a vibrating beam accelerometer
technology is being developed as a lower cost alternative to the pendulous accelerometer.

This paper reviews each of the instruments discussed above, with emphasis on the per-
formance capabilites, problem areas, and applications where they have been used or planned
for use since 1978. For each instrument, a brief discussion is also included which
describes its principal of operation. Analytical descriptions and detailed design consid-
erations for the floated rate-integrating gyro, tuned-rotor gyro, ring laser gyro, and
pendulous accelerometer have been provided in the AGARD Lecture Series 95 paper on Strapdown
Sensors (1), and are not repeated here. Error characteristics for the fiber-optic rate
sensor and vibrating beam accelerometer are presented, but from a qualitative standpoint,
because the performance characteristics of these devices have not been sufficiently dis-
closed in the open literature to allow detailed accurate analytical modeling that accounts
for the important critical error sources, particularly those that are environmentally
induced and which change over time and operating cycles.

A generalized error budget is also provided for reference at the beginning of the paper
which attempts to define typical gyro and accelerometer performance regquirements for four
types of strapdown inertial systems.

2. SENSOR PERFORMANCE REQUIREMENTS

Table 1 defines typical accuracy requirements for strapdown sensors in four application
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areas: the classical 1 nmph inertial navigator, a higher performance advanced 0.1 nmph
inertial navigator, a lower performance strapdown attitude heading reference system (AHRS),
and a still lower performance tactical missile midcourse guidance system. The performance
categories depicted in Table 1 are considered typical for most strapdown sensor applications
today and in the immediate future. Table 1 should be used as a reference to categorize
typical sensor performance requirements during discussions on individual sensor
capabilities,

TABLE 1 - TYPICAL STRAPDOWN SENSOR PERFORMANCE REQUIREMENTS

Tactical
0.1 1.0 Missile
nmph nmph Midcourse
Performance Parameter INS INS AHRS Guidance
Gyro Bias Uncertainty (deg/hr} 0.001 0.01 1.0(0.1)* 5 to 30
to 10
Gyro Random Noise (deg/hr¥)** 0.0005 0.002 0.01 0.1
Gyro Scale-Factor Uncertainty (ppm) 1 5 200 1000
Gyro Alignment Uncertainty (arc sec) 1 2 200 300
Accelerometer Bias Uncertainty (pg) 10 40 1000 1000
Accelerometer Scale-Factor
Uncertainty (ppm) 50 200 1000 1000
Accelerometer Alignment Uncertainty(séc) 2 7 200 300
Accelerometer Bias Trending (pg/sec)  0.003 0.01 NA(0.1)* NA

* For AHRS with an earth rate gyro-compass heading determination
requirement. Other figure shown is for AHRS with heading
slaved to magnetic flux heading detector.

*x This error source is a characteristic principally of laser gyros.

3. SINGLE-DEGREE-OF-FREEDOM FLOATED RATE-INTEGRATING GYRO

The floated rate-integrating gyro (1, 4, 5) pictured schematically in Figure 1 is the
gyro with the longest production history and is the original high-accuracy gimbaled-platform
gyro. The device consists of a cylindrical hermetically sealed momentum-wheel/spinmotor
assembly (float) contained in a cylindrical hermetically sealed case. The float is inter-
faced to the case by a precision suspension assembly that is laterally rigid (normal to the
cylinder axis) but allows "frictionless" angular movement of the float relative to the case
about the cylinder axis. The cavity between the case and float is filled with a fluid that
serves the dual purpose of suspending the float at neutral buoyancy, and providing viscous
damping to resist relative float-case angular motion about the suspension axis.

A ball-bearing or gas-bearing synchronous-hysteris spinmotor is utilized in the float to
maintain constant rotor spinspeed, hence constant float angular momentum. A signal-
generator/pickoff provides an electrical output signal from the gyro proportional to the
angular displacement of the float relative to the case. An electrical torque generator
provides the capability for applying known torques to the float about the suspension axis
proportional to an applied electrical input current. Delicate flex leads are used to
transmit electrical signals and power between the case and float.

Under applied angular rates about the input axis, the gyro float develops a precessional
rate about the output axis (rotation rate of the angle sensed by the signal-generator/pick-
off, see Figure 1). The pickoff-angle rate generates a viscous torque on the float about
the output axis (due to the damping fluid) which sums with the electrically applied
torque-generator torque to precess the float ahout the input axis at the gyro input rate.
The pickoff-angle rate thereby becomes proportional to the difference hetween the input rate
and the torque-generator precessional rate, hence, the pickoff angle becomes proportional to
the integral of the difference between the input and torque-generator rates.
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To operate the gyro in a strapdown mode, the pickoff angle is electrically servoed to
null by the torgue generator which is driven by the signal-generator/pickoff output (through
suitable compensation and amplifer electronics). The time integral of the difference
between the input and torque-generator precessional rates is thereby maintained at zero, and
the integral of the torgue-generator rate becomes proportional to the integral of the input
rate. Thus, the integral of the torque-generator electrical current provides a measure of
the integral of input rate for a rate-gyro strapdown inertial navigation system.

SPIN REFERENCE AXIS

PICKOFF CASE FIXED)
ANGLE ( SPIN AXIS

ROTOR (SPIN-MOTOR)

TORQUE
GENERATOR

INPUT AXIS
(CASE FIXED)

HERMETICALLY
SEALED GIMBAL

HERMETICALLY (OR FLOAT)
SEALED CASE VISCOUS
FLUID FLOATS
PIVOT AND JEWEL GIMBAL AND PROVIDES
AND/OR MAGNETIC GIMBAL DAMPING ABOUT
SUSPENSION OUTPUT AXIS

Figure 1 - Single-degree-of-freedom floated rate-integrated gyro concept.

3.1 Performance And Application Areas

Application areas for the strapdown floated rate-integrating gyro (RIG) have been
primarily in the lower performance (5 to 30 deg/hr bias accuracy) areas where small-size low
angular momentum units meet performance requirements, and costs are competetive with alterna-
tive gyro mechanization approaches (e.g., the tuned-rotor gyro). The floatation fluid sus-
pension in the RIG makes the device extremely rugged, hence, provides a natural suitability
to those lower performance application areas where high vibrations and shock are prevalent.

Low cost tactical missile midcourse inertial guidance has been a continuing application
area for the strapdown RIG. Standard Missile-2, Harpoon, Phoenix, and recently AMRAAM, are
examples of tactical missile systems that incorporate strapdown RIG's for midcourse guidance
and stabilization/control. Strapdown RIG's have also been used in some applications to
implement a short term navigation reference between updates from a higher accuracy navi-
gation device. Examples are motion compensation for airborne radar systems (using the air-
craft INS as the “"outer-loop" reference), and to generate short term navigation data between
precision radio navigation position fixes for aircraft test instrumentation purposes (e.g.,
ACMR - Air Combat Maneuvering Range).

Higher performance application areas for the strapdown RIG have remained limited due to
their higher cost for comparable performance compared to the strapdown tuned-rotor or ring
laser gyros.

4. TUNED-ROTOR GYRO
The tuned-rotor gyro (1, 6, 7, 8, 9, 10) is the most advanced gyro in large-scale

production today for aircraft l-nmi/hr gimbaled platforms. Due to its simplicity (compared
to the floated rate-integrating gyro), the tuned-rotor gyro is theoretically lower in cost
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and more reliable. A drawing of a representative tuned-rotor gyro is presented in Figure 2.
Figure 3 is a schematic illustration of the gyro rotor assembly.

The gyro consists of a momentum wheel (rotor) connected by a flexible gimbal to a
case-fixed synchronous-hysteresis ball-bearing spinmotor drive shaft. The gimbal is
attached to the motor and rotor through members that are torsionally flexible but laterally
rigid. A two-axis variable-reluctance signal-generator/pickoff is included that measures
the angular deviation of the rotor (in two axes) relative to the case (to which the motor is
attached). Also included is a two-axis permanent-magnet torgue generator that allows the
rotor to be torqued relative to the case on current command. The torguer magnets are
attached to the rotor, and the torguer coils are attached to the gyro case.

GIMBAL
SIGNAL GENERATOR \ /
AND

=

il i_j @

BEARING ASSEMBLY

SPIN MOTOR

Figure 2 - Typical tuned-rotor gyro configuration.

TORSIONALLY FLEXIBLE COUPLING

ROTOR

GIMBAL

SPIN-MOTOR SHAFT
(ALIGNED WITH GYRO CASE)

Figure 3 - Tuned-rotor gyro rotor assembly.
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As for all angular-momentum-based rate-sensing devices, the key design feature of the
gyro is the means by which it can contain the reference momentum (the spinning rotor),
without introducing torqgues (drift rates) in the process. For the tuned-rotor gyro, the
method is linked to the dynamic effect of the flexible gimbal attachment between the rotor
and the motor. Geometrical reasoning reveals that when the rotor is spinning about an axis
that deviates in angle from the motor-shaft axis, the gimbal is driven into a cyclic
oscillation in and out of the rotor plane at twice the rotor freguency. Dynamic analysis
shows that the reaction torgue on the rotor to sustain this motion has a systematic
component along the angular-deviation vector that is proportional to the angular dis-
placement, but that acts as a spring with a negative spring constant. The flexible pivots
between the rotor and gimbal, on the other hand, provide a similar spring torque to the
rotor, but of the opposite sign. Hence, to free the rotor from systematic torques asso-
ciated with the angular displacement, it is only necessary to design the gimbal pivot
springs such that their effect cancels the inverse spring effect of the gimbal. The result
(tuning) is a rotor suspension that is insensitive to angular movement of the case.

Use of the tuned-rotor gyro in a strapdown mode parallels the technique used for the
floated rate-integrating gyro. Exceptions are that damping must be provided electrically in
the caging loop, as there is no fluid, and that the gyro must be caged in two axes simul-
taneously. The latter effect couples the two caging loops together due to the gyroscopic
cross-axis reaction of the rotor to applied torques.

4.1 Performance And Application Areas

Application areas for the strapdown tuned-rotor gyro (TRG) have been primarily in the
medium performance areas where small-size low angular momentum units have acceptable
accuracy, are lower in cost compared with comparable size/performance ring laser gyro
technology, and where bias accuracy compared to equivalent cost RIG units is superior. The
inherent simplicity in design of the dry rotor suspension concept for the TRG which lowers
its production cost, also limits its usefulness in high vibration/shock environments where
rotor rescnances can potentially be excited (producing sensor error and, in extreme cases,
device failure). Current design improvements for the TRG are being directed at extending
its vibration capability while retaining accuracy.

The strapdown AHRS (attitude-heading reference system) has been a primary application
area for the strapdown TRG for commercial aircraft, military drones, and most recently,
torpedoes. One of the larger potential application areas for the strapdown TRG is for the
military aircraft strapdown AHRS where small size and low cost are key requirements, and not

yet achievable with ring laser gyro technology.

Two current application areas of interest for the strapdown TRG are for tactical missile
midcourse guidance and helicopter or torpedo strapdown AHRS. Small-size low-cost versions
of the strapdown TRG have been developed as a competitor to the RIG for the tactical missile
midcourse guidance application. Potential vibration/shock susceptability of the TRG is an
area of concern for the tactical missile application, but is being addressed by TRG design
groups. Shock requirements for torpedo application of the TRG have been handled through use
of elastomeric isolators between the TRG sensor assembly and torpedo mounting plate. The
helicopter AHRS application imposes a bias stability requirement of 0.1 deg/hr on the TRG
which is not achievable today with small size low cost units.

The 0.1 deg per hour helicopter AHRS requirement stems from the need to determine
heading prior to takeoff by earth-rate gyro-compassing to an accuracy of 0.5 degrees. This
translates into a gyro accuracy requirement of 0.1 deg/hr to detect the direction of hori-
zontal earth rate (at 45 deg latitude) to 0.0l radians (i.e., 0.5 degrees). Typical
small-size low-cost TRG's have bias accuracies over long term of 1 to 2 deg/hr. To achieve
the 0.1 deg/hr requirement, a turn-table is needed to position the TRG at different orien-
tations relative to the earth rate vector during initial alignment operations. In this way,
repeatable gyro biases can be measured and separated from earth rate measurements, and earth
rate measurements to the required 0.1 deg per hour accuracy become achievable. The
turn-table also provides the means for calibrating the heading gyro scale factor prior to
takeoff. The use of such a turn-table as an integral part of a strapdown TRG system for the
helicopter AHRS is considered standard practice today.

4.1.1 Design Considerations In A Dynamic Environment

Use of a strapdown TRG (or RIG) in a dynamic vibration environment must address the
basic question of wide versus narrow bandwidth for the torgue-rebalance loop. If a signif-
icant angular vibration environment exists, the loop bandwidth must be broad enough to
measure real angular rates that integrate into attitude/heading (33, 34). On the other
hand, if the bandwidth is to broad, undesirable high frequency sensor error effects will be
amplified and passed as.output data to the attitude integration process, generating attitude
error. In the case of the tuned-rotor gyro, undamped rotor wobble effects near spin fre-
guency limit the maximum bandwidth that is practically achievable to approximately B80Hz.

The minimum torque-rebalance bandwidth is selected so that the gyro rate signal outputs,
when integrated, generate attitude data that:
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1. Accurately accounts for the accelerometer attitude under combined angular/linear
vibration environments (i.e. - sculling (33, 34)).

2. Accurately accounts for multiaxis angular vibration rates that rectify into attitude
drift (i.e., coning (33, 34)).

In the case of the TRG, Item 2 is achievable with lower bandwidth than with the RIG
because of the inherent nature of the TRG being an attitude sensing instrument (i.e., the
pickoff signals measure the true attitude orientation of the gyro case relative to the
rotor). As such, attitude errors in the TRG generated by low bandwidth limits, are theoret-
ically recoverable (with a time delay) by proper torque-loop rebalance logic. This
contrasts with the RIG torgque-loop because the pickoff signal in the RIG represents the
integrated input rate (not attitude). As such, the RIG bandwidth must be broad enough to
accurately measure all significant multiaxis angular vibrations so that the true attitude
can be properly constructed in the attitude integration process. Both the RIG and TRG
bandwidths have comparable requirements to satisy Item 1.

One of the principal error mechanisms for torque-rebalance gyros under dynamic environ-
ments is torquer heating effects. In addition to producing scale factor errors in the gyro
output, bias errors can be produced by associated thermal gradient effects across the
instrument. In the case of the gyro scale factor error, much of the temperature induced
effect can be eliminated by temperature measurement and modeling correction in the strapdown
computer. Unfortunately, for the tuned-rotor gyro, because the torquer magnet is attached
to the spinning rotor, direct temperature measurements are difficult to achieve due to the
problem of making electrical measurements across the spinning rotor bearings (without resort-
ing to slip-rings and attendent potential reliability problems).

In order to reduce the scale factor error variation with temperature, TRG manufacturers
have developed new magnet materials (e.g., doped sumarium cobalt) which has a lower scale
factor error as a function of temperature. The penalty is reduced magnet strength, hence, a
larger magnet to generate the same torque capability. Note, that the torquer heating effect
under angular vibration can also be reduced by lowering the bandwidth of the torque-
rebalance loop. In the case of the TRG, this technique has been used in helicopter appli=-
cations as a compromise between sensor error amplification versus output signal attenuation
error. Because the TRG is more tolerant of low bandwidth operation (see previous discussion
on Item 2 reguirements), a reasonable compromise can usually be found. However, the band-
width selection then becomes sensitive to vehicle installation and operating condition. In
general, no true optimum solution is possible.

Scale factor errors in strapdown gyros under maneuvering flight conditions can rectify
into attitude drift in the strapdown system computer (2, 34). The classical effect is
through continuous turning in one direction that generates a net attitude error proportional
to the product of the scale factor error with the net angle traversed. Cyclic maneuvers can
also produce net attitude error buildup; asymmetrical scale factor errors rectify under
oscillatory rates about the gyro input axis, symmetrical scale factor errors rectify under
multiaxis rates that are phased ninety degrees apart (between axes). The classical case of
the latter effect is the "jinking maneuver" which consists of cyclic patterns of roll right,
turn right, roll left, turn left. 1In the case of the tuned-rotor gyro, the scale factor
error effect must be assessed to assure compliance to accuracy reqguirements for the partic-
ular application being considered. Reduction of the gyro torquer scale factor temperature
coefficient in future versions should broaden the areas of applicability for the instrument
in a dynamic environment.

5. RING LASER GYRO

Unlike the gyros that utilize rotating mass for angular-measurement reference, the laser
gyro operating principal is based on the relativistic properties of light (1, 11, 12, 14).
The device has no moving parts; hence, it has the potential for extremely high reliability.

Figure 4 depicts the basic operating elements in a laser gyro: a closed optical cavity
containing two beams of correlated (single-frequency) light. The beams travel continuously
between the reflecting surface of the cavity in a closed optical-path; one beam travels in
the clockwise direction, the other in the counterclockwise direction, each occupying the
same physical space in the cavity. The light beams are generated from the lasing action of
a helium-neon gas discharge within the optical cavity. The reflecting surfaces are die-
lectric mirrors designed to selectively reflect the frequency associated with the
heluim-neon transition being used. .

To understand the operation of the laser gyro, consider the effect of cavity rotation on
an observer rotating with the cavity. Relative to the observer, it takes longer for a photon
of light to traverse the distance around the optical path in the direction of rotation than
in the direction opposite to the rotation. This effect is interpreted by the observer as a
lengthening of the net optical path length in the direction of rotation, and a shortening of
the path length in the opposite direction. Because the laser beam is self-resonating, it is
a continuous beam that propagates around the cavity, closing on itself without disconti-
nuity. As a result, the effect of the self-resonance is to maintain a fixed integral number
of light wave lengths around the cavity. Under input angular rate, the increase in optical
path length experienced by the beam traveling in the direction of rotation, must therefore
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Figure 4 - Laser gyro operating elements.

be accompanied by a proportional increase in wavelength to maintain the same integral number
of waves around the lengthened cavity. The converse is true for the beam traveling opposite
to the direction of rotation. Thus, a wavelength difference is established between the
oppositely directed beams proportional to the optical path length change, hence, propor-
tional to the input angular rate. Because the speed of light is constant, the wavelength
difference is accompanied by a frequency difference between the two beams in the opposite
sense. Hence, a freguency difference is generated between the two beams that is propor-
tional to input rotation rate.

The frequency difference is measured in the laser gyro by allowing a small percentage of
the laser radiation to escape through one of the mirrors (Figure 4). An optical prism is
typically used to reflect one of the beams such that it crosses the other in almost the same
direction at a small angle (wedge angle). Due to the finite width of the beams, the effect
of the wedge angle is to generate an optical fringe pattern in the readout zone. When the
frequencies between the two laser beams are equal (under zero angular rate input cond-
itions), the fringes are stationary relative to the observer. When the frequencies of the
two beams are different (under rotational rates), the fringe pattern moves relative to the
observer at a rate and direction proportional to the frequency difference (i.e., propor-
tional to the angular rate). More importantly, the passage of each fringe indicates that
the integrated frequency difference (integrated input rate) has changed by a specified
increment. Hence, each fringe passage is a direct indication of an incremental integrated
rate movement, the exact form of the output needed for a rate-gyro strapdown navigation

system.

Digital integrated-rate-increment pulses are generated from the laser gyro from the
outputs of two photodiodes mounted in the fringe area and spaced 90 degrees apart (in fringe
space). As the fringes pass by the diodes, sinusiodal output signals are generated, with
each cycle of a sine wave corresponding to the movement of one fringe over the diodes. By
observing which diode output is leading the other (by 90 degrees), the direction of rotation
is determined. Simple digital-pulse triggering and direction logic operating on the
photodiode outputs convert the sinusoidal signal to digital pulses for computer input.

The analytical relationship between the fringe angle change and integrated rate input
angle change (11, 12, 34) is given by:

8 ¢ A
A = _— T "~ A (1)
[ T A

where
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LG = Gyro fringe angle output change (Note: A¢ = 2n
for a movement of one fringe across the output photodiode).

A = Area enclosed by the laser beam.

L = Perimeter of the laser beam path.

A = Laser wavelength (e.g., 0.63 micron).

48 = Integrated input rate into the gyro (Note: 48 = 2x for a complete 360 degree

input rotation angle).

The "pulse size" for the laser gyro is the value of A6 for which 48 = 2n (i.e., the
input angle which produces a full fringe movement of 2n across the photodiode output
detector). It is easily verified that for an eguilateral triangle laser gyro with 12.6 inch
perimeter (4.2 inches per side), the pulse size for a 0.63 micron laser (typical of today's

technology) is 2 arc seconds.

The digital pulse output logic can be mechanized to output a pulse each time a full
fringe has passed across the diode (e.g., by triggering on the positive going zero crossing
from one of the readout photodiodes). For this approach, the gyro output pulse scaling
would equal the "pulse-size" defined above. Alternatively, gyro output pulses can be
triggered at the positive and negative-going zero crossings from each of the two photodiodes
to achieve an output pulse scaling that is four times finer than the basic full-fringe

"pulse-size". Both of the latter approaches are used today.
5.1 Construction

Figure 5 illustrates a typical laser gyro mechanization concept. A single piece
structure (typically Zerodur, a ceramic glass material) is used to contain the helium-neon
gas, with the lasing mirrors and electrodes forming the seals. High voltage (typically 1500
volts) applied across the electrodes (one cathode and two anodes) maintains the helium-neon
gas mixture in an ionized state, thereby providing the required laser pumping action.
High-quality optical seals are used to avoid introducing contaminants into the helium-neon
mixture, which would degrade performance and ultimately limit life-time.

PHOTODIODE READOUT
READOUT PRISM
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LENGTH CONTROL
TRANSUCER
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Figure 5 - Laser-gyro block assembly.
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The accuracy of the laser gyro depends on the manner in which the laser beams are
affected by the influences of the lasing cavity. A key requirement in this regard is that
the average of the clockwise and counterclockwise path lengths around the lasing triangle be
constant. Many of the error characteristics in the laser gyro vary as a function of average
path length (12), hence, stabilizing average path length also implicitly stabilizes
performance. Zerodur is used to construct the laser gyro optical cavity due to its low
coefficient of thermal expansion, hence, high degree of path-length stability.

To compensate for residual remaining path-length variations, a piezoelectric transducer
is mounted on one of the laser gyro mirror substrates (see Figure 5). Actuation of the
transducer by a control veoltage flexes the mirror substrate to effect a path-length change.
The control signal for the transducer is designed to maintain peak average power in the
lasing beams. Because average beam power varies cyclically with path-length multiples of
laser wavelength, maintaining peak lasing power implicitly controls the average path-length
to a constant value. The average beam power is detected in the laser gyro by a photodiode
mounted on one of the mirrors that senses a small percentage of the combined radiation from
the clockwise and counterclockwise beams.

5.1.1 Sguare Versus Triangular Ring Laser Gyros

Figure 6 illustrates a square laser gyro geometry utilizing four mirrors (as contrasted
with the three-mirror triangular configuration in Figure 5). Both geometries are used today
by competing ring laser gyro manufacturers. The rationale espoused by proponents of the
triangular versus square geometry can be summarized as follows: Proponents of the
triangular geometry point to the three-mirror configuration as having the minimum mirror
count to form an enclosed laser ring. As a result mirror costs per gyro are minimized, and
lock-in (a performance deficiency in the laser gyro to be discussed in the next section) is
reduced due to the minimum number of scatterers (the mirrors) in the laser beam path. From
a manufacturing standpoint, the proponents of the triangle point out that alignment of the
mirrors on the gyro block is simplified (hence, cost reduced) because the triangle geometry
is self-aligning in the lasing plane (through use of one curved mirror), and alignment out
of the lasing plane is readily achieved by out-of-plane adjustment of the curved mirror
during device assembly.

Proponents of the square laser gyro geometry consider the additional mirror cost a
negligible penalty when technology advances are taken into account. The additional
alignment requirement for the fourth mirror in a square is identified as a benefit by square
gyro proponents due to the added flexibility it affords to adjust beam/cavity positioning,
and thereby optimize performance. Another performance advantage identified for the square
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Figure 6 - Sguare laser gyro configuration.
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is its higher area-to-perimeter ratio compared to a triangle of the same size, which
directly increases accuracy. The area-to-perimeter ratio (see Eguation (1)) is the primary
parameter in the device that impacts performance (12, 13, 17). Proponents of the sguare also
point to the lower angle of incidence at the laser beam/mirror interface which reduces back-
scattering per mirror. The net result is a combined mirror reduction in back-scattering
which more than compensates for the additional mirror scattering, hence, reduces overall
gyro lock-in. Finally, from a manufacturing standpoint, square laser gyro enthusiasts claim
simpler tooling and machining for square compared to triangular devices, hence, reduced

production costs.

Triangular laser gyro proponents acknowledge a performance penalty due to the less
favorable area-to-perimeter ratio and beam-incidence geometry. However, they claim that
this advantage is minor and will be largely overcome by technology advances. Additionally,
triangle proponents argue that when the gyro electrodes (size and geometry) are taken into
account, no real size advantage exists for the sguare gyro configuration. From a machining
standpoint, triangle proponents claim no advantage exists for any particular geometry once
tooling is complete and experience has been attained.

At this stage in the laser gyro development cycle, it is not clear whether one geometry
is superior to another as a general rule.

5.2 Lock-In

The phencmenon of lock-in continues to be the most prominent error source in the laser
gyro and the most difficult to handle. The means for compensating lock-in has been the
principal factor determining the configuration and performance of laser gyros from different
manufacturers.

The phenomenon of laser gyro lock-in arises because of imperfections in the lasing
cavity, principally the mirrors, that produce back-scattering from one laser beam into the
other (13). The resulting coupling action tends to pull the fregquencies of the two beams
together at low rates producing a scale-factor error. For slowly changing rates below a
threshold known as the lock-in rate, the two beams lock together at the same frequency
producing no output (i.e., a dead zone). Figure 7 illustrates the effect of lock-in on the
output of the laser gyro as a function of input rate for slowly changing input rate
conditions. The magnitude of the lock-in effect depends primarily on the guality of the
mirrors. In general, lock-in rates on the order of 0.0l to 0.1 degree-per-second are the
lowest levels achievable with today's laser gyro technology (with 0.63-micron laser
wavelength). Compared with 0.01 deg/hr navigation requirements, this is a serious error
source that must be overcome.
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Figure 7 - Laser gyro lock-in.
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Under dynamic input rates that rapidly pass through the lock-in region, the effect of
lock-in is to introduce a small angle error in the gyro output as the lock-in zone is
traversed, but still retaining sensitivity to input rate while in the lock-in region (i.e.,
no hard dead-zone develops as in Figure 7 (12, 13, 16). The latter effect underlies the
basic principal behind adding cyclic high rate bias to the laser gyro as a means for
circumventing the lock-in dead-zone effect, and converting it into a random angle error
added to the gyro output each time the biased gyro input cycles through the lock-in region.
The principal method being used today to generate the oscillating bias in the laser gyro is
mechanical dither.

5.2.1 Mechanical Dither

With mechanical dither, the oscillating bias into the laser gyro is achieved by
mechanically vibrating the gyro block at high frequency about its input axis through a stiff
dither flexure suspension built into the gyro assembly. The spoked-like structures in
Figures 5 and 6 conceptually illustrate such a flexure that is attached to the laser block
(on the outside) and to the gyro case/mount (on the inside) by metal rings that are
connected to each other by flexible metal reeds. Piezoelectric transducers attached to the
reeds provide the dither drive mechanism to vibrate the gyro block at its resonant frequency
about the input axis. One piezoelectric transducer is mechanized as a dither angle readout
detector and used as the control signal to generate voltage into the drive piezo's to
sustain a specified dither amplitude. The dither angle amplitude and acceleration are
designed so that the dwell time in the lock-in zone is short so that hard lock-in will never
develop. The result is a gyro that has continuous resolution over the complete input rate
range. The residual effect of lock-in is a small random angle error in the gyro output that
is introduced each time the gyro passes through lock-in (at twice the dither frequency).
This is the principal source of random noise in mechanically dithered laser gyros. The
relationship between laser gyros random noise, lock-in, and dither rate is ideally given by
(15):

g = oL (2)
(QDKJ E
where
og = Gyro random noise (or "random walk") coeffieient (deg/hrk}
Qr, = Lock=-in rate

@p = Dither rate amplitude

K = Gyro output scale factor in fringes per input revolution (i.e., the reciprocal
of the gyro "pulse size" discussed previously, times 2x)

For typical values of gg = 0.002 deg/hr%, g = 0.03 deg/sec, and K = 648,000 (i.e., 2
arc sec pulse size), equation (2) can be used to show that gp = 72 deg/sec. To achieve
sufficient lateral stiffness, the dither spring is designed such that the frequency of the
dither motion is on the order of 400 hz. The associated dither cycle amplitude (corre-
sponding to 72 deg/sec dither rate) is 103 arc sec (or 206 arc sec peak-to-peak). Equation
(2) is based on the assumption that the angle error generated in the gyro output is uncor-
related from dither cycle to cycle. In practice this is not perfectly achievable, and
somewhat larger dither amplitudes are required than predicted by equation (2). Neverthe-
less, the figures presented previously are generally representative of typical mechanical
dither requirements.

Once mechanical dither is incorporated for lock-in compensation, means must be provided
to remove the oscillating bias signal from the gyro output (so the that the gyro output
represents the motion of the sensor assembly to which the gyro is mounted). Figure 5
illustrates the "case mounted readout” method of optically cancelling the dither from the
output. By mounting the readout reflecting prism and photodiodes on the gyro case (i.e.,
off the gyro block) the translational movement of the gyro block relative to the case
(caused by dither) will generate fringe motion at the photodiodes. This purely geometrical
effect can be made to cancel the fringe movement produced by the laser block sensed dither
angular motion through proper selection of the rotational center for the mechanical dither
mount. The result is a photodiode output signal that responds to rotation of the gyro case
and not relative movement between the dithering gyro relative to the case.

The alternative to "case-mounted readout” is "block-mounted readout" as illustrated in
Figure 6. With this approach the gyro readout optics are mounted directly to the gyro
block. Relative movement between the block and case is removed by measurement and
substraction, or by filtering. In the measurement/substraction approach, a transducer
(typically electromagnetic) is used to electrically measure the instantaneous angle between
the gyro block and case. The electrical signal is then digitized and subtracted from the
gyro pulse output for dither motion compensation. With the filter approach, a digital
filter is used to filter signals near and above the dither frequency from the gyro output.
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The result is a cancellation of the unwanted dither rate between the gyro block and case.
The penalty is attenuation of real oscillating rates of the gyro case which, if significant,
must be accurately measured for processing in the strapdown computer. Use of the filter
approach is only valid for relatively benign environment applications where it can be
assured that the only angular rate signals that need to be measured have freguency content

well below the dither frequency.

5.2.1.1 Mechanical Dither Design Complications - Orginally touted as a simple solution to
the lock-in problem with no deleterious side effects, the mechanical dither concept applied
in practice has been found to be the source of several subtle mechanical coupling error
mechanisms that must be designed for at the three-gyro system level for solution (19, 34).
It must be realized at the onset, however, that these complications are directly propor-
tional to the magnitude of dither motion required for lock-in compensation. As lock-in
rates are reduced, dither amplitudes can be reduced proportionally (see equation (2)), and
design solutions for the effects described below can be more easily achieved.

The basic problem with mechanical dither stems from a kinematic property of three-axis
rotary motion that cyclic rates in two orthogonal axes, if at the same fregquency but phase
shifted by ninety degrees, will produce a real constant attitude rate about the third axis
(33, 34). The effect, known as “"coning”, if present, must be measured as cyclic rate
signals by the strapdown gyros, and delivered to the strapdown computer so that the true
drift about the third axis will be properly calculated. The problem arises when gyro output
errors are also being generated at the same frequency as the real rates to be measured.
Cyclic error signals from the gyro in one axis, in combination with errors or real cyclic
rates from the gyro in one of the other orthogonal axes, will produce a vector rate profile
which appears as coning, but is false ("pseudo-coning" is the nonmenclature typically used
to describe this phenonemon). Since the composite gyro output signals (real plus error) are
processed in the same computer used to measure real coning motion, a pseudo-coning error
will be created in the strapdown computer as a false drift rate about the "third" axis.
Filtering the gyro signals to remove the output error oscillations is not acceptable if real
cyclic motion is present, since the true drift caused by the real cyclic coning motion will
not be properly measured and accounted for.

In the case of mechanically dithered laser gyros, a potential source of real high
frequency coning in a strapdown system is the reaction torque of the gyro dither drives into
the sensor assembly (the sensor assembly typically consists of a metal casting to which the
gyros and accelerometers are mounted). To minimize dither reaction torque resonance
effects, and to provide compliance for thermal expansion, most RLG sensor assemblies are
mechanically isolated from the system chassis by elastomeric isolators (34). To generate
coning motion, equal angular rate vibration freguencies must exist simultaneously in two
orthogonal axes. Dither induced vibrations from nominally orthogonal laser gyros into the
sensor assembly can become frequency correlated between axes if mechanical coupling exists
between the axes (e.g., principal moment-of-inertia axes of the sensor assembly not parallel
to gyro input axes). The mechanical coupling mechanisms tend to pull the dither frequencies
in orthogonal axes together, thereby creating real coning at dither frequency. Hence, even
if single gyro dither frequencies are separate, the mechanical coupling can shift the
frequencies toward each other, thereby creating correlated freguency components between
axes, or coning. Another source of real high frequency coning is linear random vibrations
into the strapdown system that produce correlated freguency rotary sensor assembly motion in
orthogonal axes due to sensor assembly/elastomeric mount asymmetries.

The real coning motion effects described above would not be a problem in themselves,
since laser gyros have the bandwidth and sensitivity required for accurate measurement of
these effects. The problem arises from pseudo-coning created at dither freguency, also due
to dither mechanical interraction. A classical example is sensor assembly bending induced
by the dither reaction torque which produces false gyro outputs at dither frequency (e.g.,
due to bending in the mechanism used to measure and remove gyro block/case relative angular
dither motion from the gyro output, or gyro mount twisting about the gyro input axis).

Exacting and sophisticated mechanical design techniques must be used in the overall
sensor, sensor assembly, and sensor assembly mount to assure that pseudo-coning effects are
negligible below the frequencies where real coning exists and has to be measured (33, 34).
The coning computation algorithm in the strapdown computer (33) can then be run at an
iteration rate that is only high enough to measure the real coning motion frequency effects
(i.e., so that high frequency pseudo-coning effects are attenuated). Classical techniques
utilized to minumize pseudo-coning effects are to design for stiffness in the sensor assem-
bly, design for mechanical symmetry in the sensor assembly to minimize mechanical dither
cross-coupling between gyro axes, and to assure sufficient gyro dither frequency separation
so that the tendency for frequency pulling together is minimized. 1If performed properly, a
total design can be acheived that meets overall system requirements under external vibra-
tion. Proper design is more easily achieved for benign vibration environments (e.g.,
commerical aircraft).

5.2.2 Magnetic Mirror Bias

The magnetic-mirror concept is a nonmechanical biasing technigue based on the transverse
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magneto-optic Kerr effect (14, 18, 21). A special inner coating (e.g., ferromagnetic metal)
is applied to one of the laser gyro mirrors which, when magnetized normal to the plane of
incidence by an applied magnetic field, imparts a nonreciprocal (i.e., opposite) phase shift
between the clockwise and counterclockwise laser beams. This produces an apparant differ-
ential path-length shift between the laser beams which generates a frequency difference or
cutput rate. The result is a bias imposed on the gyro output that is controllable by the
applied magnetic field. Bias uncertainties are compensated through use of alternating bias
control (i.e., square-wave dithering of the applied magnetic field). The magnetic field
intensity is set at a high enough level to operate the magnetic mirror in a saturated state.
In this way, bias shifts generated by stray magnetic fields are minimized.

The advantage of the magnetic mirror is the elimination of the need for mechanical
dither, its associated design complications, and size/weight penalties. A problem area for
the magnetic mirror has been difficulties in generating a large enough bias for the 0.63
micron laser gyro due to low reflectance of the ferromagnetic coating (14, 20). The
resulting loss must be compensated by higher gain in the laser helium—-neon discharge. For
the 0.63 micron laser, high gain cannot be tolerated because the laser begins to resonate
unwanted mode shapes that deteriorate performance. The net result is that the magnetic
mirror biasing capability must be diluted by appropriate layering of dielectric coatings on
the mirror to recover reflectance. The net bias levels achieved with this approach have not
been sufficient to adequately compensate lock-in. (It should be noted that ferromagnetic
magnetic mirror technology has been successfully applied to the lesser accurate 1.15 micron
laser gyro which can be operated at a higher gain before multimoding problems develop (24)).
Another problem area for magnetic mirror technology has been the introduction of residual
nonrecipocal phase shifts between the incident laser beams that are temperature sensitive.
The result is a bias instability that is temperature sensitive and which produces turn-on
transients.

Recent work on laser gyro magnetic mirror technology has concentrated on the development
of a garnet magnetic mirror in which the dielectric layer coatings on the laser mirror are
made with a transparent garnet film that produces nonreciprocal phase shift to incident
light on application of a magnetic field (20). The result has been that the loss effect
(associated with the ferromagnetic magnetic mirror technology) has been significantly
reduced so that high bias levels can be achieved with 0.63 micron lasers. Current design
work is concentrating on doping the garnet material to reduce the effect of residual
nonreciprocal temperature sensitive phase shifts that have remained with the new garnet mir-
ror technolgy. Engineering personnel associated with these developments are predicting a
breakthrough within the next year based on experimental results achieved to date on doped
garnet coatings.

5.2.3 Multioscillator Laser Gyro

Conventional two-beam (clockwise and counterclockwise) laser gyros are designed to
amplify plane polarized laser light (i.e., in which the electric vector normal to the laser
beam is either perpendicular to the lasing plane (S-polarization) or in the lasing plane
(p-polarization). Triangular lasers typically use the former polarization while square
laser gyros typically use the latter. In the case of the multioscillator laser gyro (26,
27), circular polarization is used in which both S and P modes are simultaneously excited,
but at one quarter wavelength phase shifted from one another. The result is a combined
electric vector polarization that spirals between S and P, denoted as circular polarization.
Right circularly polarized (RCP) or left circularly polarized (LCP) light is generated by
creating a plus or minus quarter wavelength shift between the § and P waves, thereby
creating a right or left sense spiralling electric vector wave.

In the multioscillator, both RCP and LCP laser beams are created in the same cavity,
each with clockwise and counterclockwise components (i.e., a four-beam laser gyro). The two
polarization states are excited by a reciprocal polarization rotator (e.g., a quartz cry-
stal) in the beam path that imparts an additional spiral rotation to the circularly polar-
ized light, and which operates identically on both the clockwise and counterclockwise
components of the RCP or LCP beams (i.e., recriprocal). The additional rotation adds to the
sprialling for the RCP beam and retards the spiraling of the LCP beam. The effect of the
added rotation on the RCP beam is to rescnate the light components with decreased wavelength
such that a net spiral angle reduction is acheived around the beam path to match the spiral
angle increase across the rotator. As a result, the RCP beam (both the clockwise and
counterclockwise components) are up-shifted in frequency (proportional to the wavelength
decrease). The opposite effect is created in the LCP light which is down-shifted in
frequency by the same amount that the RCP light frequency is up-shifted. As for the
two-beam laser gyro, each polarization state (RCP or LCP) contains a clockwise (CW) and a
counterclockwise (CCW) beam component. Hence, two sets of CW and CCW beams are established,
one RCP and the other LCP, each operating at a different center frequency. Each set is used
to generate an independent output signal equal to the frequency difference between the CW
and CCW beams. As for the two-beam laser gyro, the frequency difference output from each
polarization state is proporticnal to input rotation rate. Also, as for the two-beam laser
gyro, the frequency difference output from the RCP and LCP lasers experience lock-in which
pull the CW and CCW freguencies together at low input rates.

In order to overcome lock-in, a nonreciprocal polarization rotator is introduced into
the beam path which rotates circularly polarized light in the opposite sense for clockwise
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compared to counterclockwise beams. Hence, a freguency shift is imparted between the
clockwise and counterclockwise beams (i.e., a bias) for both the RCP and LCP light. The
frequency difference is maintained at a high enough level to remain far from the lock-in
region under frequency shifts produced by angular rate inputs. The common means for intro-
ducing the nonreciprocal bias in the multioscillator laser gyro has been through use of a
Faraday rotator consisting of a piece of amporphous glass placed in the beam path with a
magnetic field applied across it parallel to the beam. The resulting Faraday effect intro-
duces the desired frequency bias on the circularly polarized light that is in the opposite
sense for the LCP compared to the RCP light beams. As a result, the RCP beam output (i.e.,
the difference between the clockwise and counterclockwise RCP beam freguencies) is posi-
tively biased, while the LCP beam frequency difference output is negatively biased by an

egqual amount.

By summing the outputs from the RCP and LCP beam sets, the input rate sensitivity is
doubled, while the Faraday bias effect is cancelled. The cancelling of the bias by summing
both outputs eliminates the need for alternating bias to compensate for Faraday rotator gain
uncertainties. Elimination of the oscillating bias eliminates a main source of laser gyro
random noise (i.e., dithering through the lock-in region). Hence, the random noise in the
multioscillator is lower, and closer to the theroretical limit created by random gain and
loss of photons from the laser beams (25, 26).

§.2.3.1 Principal Error Sources - The basic principal behind lock-in compensation in the
multioscillator laser gyro relies on the Faraday bias (and Faraday bias uncertainties) being
equal between the two laser beam sets so that they cancel one another. In practice, this is
not totally true, to a large degree because the operating freguencies of the left and right
circularly polarized laser sets are different by design. This fregquency difference causes
each to behave slightly differently to the Faraday bias, producing a net residual error when
combined. The error is both temperature and magnetically sensitive, requiring some degree
of magnetic shielding and temperature measurement compensation.

Another source of bias error in the multioscillator is variations in the lock-in
characteristic between the right and left circularly polarized beams. Even through the
Faraday bias keeps the lasers well outside of the lock-in region, small scale factor
nonlinearitics still exist at the bias point caused by lock-in. Because the lock-in rates
for the two beam sets differ, when the gyro outputs are summed, the residual lock-in error
effects at the bias point do not cancel. The resulting bias error created is temperature
sensitive and can have unpredictable varations over time.

Multioscillator design groups claim that the above effects are for the most part,
predictable and can be compensated sufficiently for satisfactory operation in high accuracy
applications.

Two areas where serious errors can develop and are not easily compensated arise from
anisotropic and birefringence effects introduced in the light beams as they pass through a
quartz crystal reciprocal polarization rotator and Faraday nonreciprocal rotator. The net
effect is to introduce unpredictable nonreciprocal path length variation between all four
beams which are temperature, acceleration and magnetically sensitive.

Recent advances in multioscillator design technigues have replaced the guartz crystal
reciprocal polarization rotator with an out-of-plane beam path geometry that rotates the
laser beam by optical reflection at the mirrors (thereby, mimicking the rotational effect of
the guartz crystal) (27). The result is elimination of birefringence effects originally
created by the presence of the quartz crystal in the beam path. Current work on the
multioscillator is addressing improved methods for providing nonreciprocal polarization
rotation that have small and more predictable error characteristics than were achieved with
original Faraday rotator design configurations.

5.3 Laser Gyro Performance And Application Areas

Over the past 6 years, the ring laser gyro (RLG) has progressed from advanced devel-
opment into full scale production in l-nmph strapdown inertial navigation applications. The
successful l-nmph laser gyro system programs to date have utilized the 0.63 micron tran-
sition with mechanical dither. Systems in the l-nmph range have been developed by several
competing manufacturing groups for both commerical and military application.

Performance advances in RLG technology have been rapid. Continuing advances in laser
gyro mirror technology has reduced lock-in (and random noise) by more than ap order of
magnitude over the past eight years. Lock-in rates lower than 0.0003 deg/hr* have been
reported. Advanced development programs are now in progress to design laser gyros with
performance capabilities required for 0.1 nmph navigation applications.

Principal problems remaining with RLG technology are size and weight for the high
performance applications, and size, weight, and cost for the lower accuracy applications.
For the higher performance applications, the total weight of an RLG strapdown inertial
navigation system is typically 30% higher than its comparable gimbaled system counterpart.
Significant cost, reliability, and reaction time benefits for the RLG system, however, make
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it an attractive alternative to the traditional gimbaled system. It is generally conceded
that laser gyro performance in the lower accuracy AHRS and tactical missile midcourse
guidance application areas is superior to the competing strapdown RIG or TRG strapdown
technologies, however, size, weight, and cost advantages for the RIG or TRG with acceptable
performance are prevailing factors today that continue to restrict entry of the RLG into the

lower performance application areas.

Performance advances in future RLG's may make it possible to build smaller, lighter
weight laser gyro systems for the lower performance market. Advances in nonmechanically
dithered RLG technology may make it possible in the future to build a a small size
cost/performance competetive integrated 3-axis laser gyro sensor assembly (1, 24) in a
single Zerodur structure using interleaved laser paths to reduce net size/weight. If
advances in mirror technology continue to reduce lock-in rates and associated dither
amplitude requirements, mechanically dithered RLG system size/weight will also be reduced in
the future. Production learning is expected to be the determining factor that will decide
the degree to which laser gyro production costs will be reduced in the future to be compet-
itive with the lower performance RIG and TRG strapdown sensors. For the higher performance
strapdown applications areas, strapdown RIG and TRG manufacturer's generally conceed that
the ring laser gyro is now the industry standard, and not a viable competition area for
higher performance but more expensive versions of strapdown TRG or RIG technology.

6. FIBER-OPTIC ROTATION RATE SENSOR

One of the newer rate sensor technologies that has emerged over the past few years is
the fiber-optic rotation rate sensor (28). The concept for the device is illustrated in
Figure 8. Light generated from a suitable light source at a specified design frequency is
transmitted through a fiber-optic coil. The light beam is first split by a beam-splitter so
that half the radiation traverses the coil in the clockwise (CW) direction, and half in the
counterclockwise (CCW) direction. The emerging light from both ends of the coil are then
recombined at the beam splitter, and transmitted onto a photodetector. The photodetector
output power is proportional to the average intensity of the recombined light.

FIBER-OPTIC

LIGHT
SOURCE

PHOTODETECTOR

SPLITTER

Figure 8 - Basic fiber-optic rotation rate sensor concept

Under rotation of the device about an axis normal to the plane of the fiber-optic coil,
the effective optical path length is changed for the CW compared to the CCW beams in a
manner similar to the ring laser gyro. 1In the direction of rotation, the path length
increases (i.e., a photon of light has to traverse the length of the coil plus the distance
that the coil has been rotated during the traversal period). In the direction opposite to
the rotation, the light traverses the length of the coil, minus the distance that the coil
has been rotated during the traversal period. The difference between the CCW and CW optical
path lengths, then, is twice the distance of rotation, or:

AL = 2 = E*E w
C

L D
T T

where

L = Total fiber length
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D = Diameter of coil (assumed circular)

AL = Difference between CW and CCW optical path-lengths
w = Input angular rate

o] = Speed of light

This corresponds to a phase shift between the CW and CCW light beams emerging from the coil
given by :

Ao = 2n = 27 3
%" <= " )
where
Y = Wavelength of light source

Thus, the phase angle between the emerging light beams becomes proportional to the input
angular rate. This contrasts with the ring laser gyro resonator for which the phase angle
change is proportional to the integral of the input rate (see Equation (1}). Hence, the
fiber-optic rotation sensor is a "rate gyro" while the laser gyro is a "rate integrating
gyro". The other difference between the two sensors is that the laser gyro CW and CCW beam
frequencies are shifted from each other proportional to the input rotation rate (due to the
self-resonance of the laser); the frequencies for the CW and CCW beams in the fiber-optic
rate sensor remain egual under rotation rates.

The photodetector in Figure 8 is used to sense the phase shift between the CW and CCW
beams. The amplitude of the combined beams at the photodiode equals the sum of the
individual beam amplitudes, including the phase shift factor. The result is a combined beam
intensity which is maximum for 4¢ = O and mininum (zero) for 4¢ = = (i.e., varies as cos
(46/2)). The photodetector output is proportional to the light intensity, hence, also
varies approximately as cos< (A¢/2).

In order to achieve high sensitivity (high scale factor), the length L of the fiber coil

is large. A typical value of L = 400 meters with D = 0.l meters and ) = 0.82 microns
produces a A¢ from equation (3) of approximately one radian at 1 rad/sec input rate.

6.1 Practical Design Refinements

As depicted in Figure 8, the fiber-optic rotation rate sensor has fundamental error
mechanisms that make it impractical to implement. Among these are large scale factor errors
associated with photodetector scale factor uncertainties, light source intensity variations,
and light amplitude losses in the fiber; loss of rate sensitivity around zero input rate
(due to the cos? (A¢/2) output characteristic of the photodetector; phase angle variations
due to mechanical movement between the beam splitter and fiber that produce changes in path
length between the CW and CCW beams; and polarization state differences between the CwW and
CCW beams that produce phase shifts due to nonreciprocal birrefringence and anisotropic
effects in the fiber material that are aggravated by environmental exposure. To overcome
these fundamental problems, recent fiber-optic rotation sensor configurations (28) have
adopted refined interface and control elements such as those depicted in Figure 9.

In Figure 9, the discrete component beam-splitter in Figure 8 is replaced by fiber-optic
couplers which consist of integrated fiber-optic junctions that split entering beams 50% to
the left and 50% to the right. A polarizer (28) is included to suppress unwanted
polarization states in the light. The fiber itself is specifically manufactured to preserve
a single polarization state (28) (“polarization preserving fiber"). In this manner,
nonreciprocal fiber-beam interractions are suppressed.

A light source (typically a super-luminiscent diode such as Galium Arsenide) transmits
narrow frequency bandwidth light* into the fiber that splits into CW and CCW components at
the coupler junction. Acousto-optic shifters (A/O) (such as Bragg cells**) at the end of

*Note - Original fiber-optic sensors used laser light. One of the major technological
break-throughs for the fiber-optic sensor was replacement of the coherent laser
light with a broader spectrum source. The result was a significant reduction in
nonreciprocal beam/fiber interraction error mechanisms due to the shorter
correlation distance for the broader spectrum light (28, 29).

**Note — A Bragg cell (28) is typically mechanized as a piezoelectric device that imparts an
acoustical vibration transverse to the light beam at its input drive frequency.
The result is a bending of the light (by the "Bragg angle") with an accompanying
frequency shift in the light passing through the cell equal to the Bragg cell drive
frequency.
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Figure 9 - Improved fiber-optic rotation rate sensor configuration.

the fiber coil are then used to generate a controlled phase shift in the light illuminating
the photodector.

To function properly, each Bragg cell in Figure 2 must be biased at a large offset
frequency F; (typically 20 MH,). A Bragg cell mounted at one end of the coil is driven
directly at the bias frequency Fj (see Figure 9) which up-shifts the light leaving the cell
by F; from the light entering the cell. The light entering from the left (the clockwise CW
beam in Figure 9) must traverse the length of the coil at the up-shifted frequency before it
leaves the coil and illuminates the photodetector. The beam entering from the right {the
counterclockwise CCW beam in Figure 9), on the other hand, immediately leaves the coil and
illuminates the detector after it is frequency up-shifted. The net result is that the CW
beam travels a further distance at the up-shifted frequency than the CCW beam, thereby
generating a net phase shift between the CW and CCW beams at the photodetector proportional

to F; and the coil length.

The Bragg cell at the opposite end of the coil is driven at F3 which generates a phase
shift at the photodiode in the opposite sense to that created by the F); Bragg cell. The Fj
frequency is controlled in servo fashion to maintain the photodetector output at peak power
(i.e., zero net phase angle). Under zero input angular rate, the F; servo drives F; to
equal Fy (i.e., so that equal and opposite phase shifts are created that cancel
one-another). Under input angular rate, the servo creates a freguency difference between F,
and F;., the device output in Figure 9, proportional to the input angular rate (that
generates an equivalent phase shift at the readout to null the phase shift created by input
rotation). It is easily demononstrated that the freguency difference generated to achieve a
net zero phase angle is given by:

4,
FZ _Fl = TI:. w (5)
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where

2 = Length around one coil of the fiber (which typically consists of several coils).

If equation (S5) is compared with equation (1) for the laser gyro rescnator, it should be
clear that they are identical on an integral basis (i.e., the frequency difference pulse
count cycles from equation (5) times 27 radians/cycle is proportional to the input angle by
the same factor that, in equation (1), relates RLG output fringe angle change to input angle
change.

Figure 9 also includes an electro-optic phase shifter (E/0) driven at frequency Fj3 at
one end of the fiber, which imparts an oscillating path length change to the CW and CCW
beams passing through (Note: The E/0 is typically mechanized as a piezoelectric actuated
"stretcher" which physically changes the length of the fiber by introducing stresses in the
fiber proportional to applied voltage (28, 29). This induces an equivalent phase shift in
the light). Because the E/0 driver is at one end of the coil, the light beam passing out of
the coil delivers the phase shift effect first to the photodetector. The beam traveling in
the opposite direction has to traverse a longer length of fiber to the photodetector, hence,
delivers its phase shift, by an equal amocunt, later. The delay creates an alternating phase
bias at the photodiode mixed beam output, generating an oscillation of the output about the
peak power point. By comparing the positive half cycle output decrease with the negative
cycle decrease, a linear signal can be generated proportional to the average deviation of
the input light phase angle difference from zero. The linear signal is generated in the
phase sensitive demodulator shown in Figure 9 driven by F5. The result is a signal out of
the demodulator that is linearly proportional to the A¢ phase deviation from zero, thereby
eliminating the cos? {(A¢/2) sensitivity problem around A¢ = O that exists without the E/O
device.

The basic advantages for the Figure 9 compared to the Figure 8 mechanization approach
are the elimination of the discrete light/beam-splitter/fiber junctions, thereby reducing
phase shift errors caused by mechanical movement; elimination of the photodetector
zero-phase angle sensitivity problem through use of the E/0 demodulator; and, through the
closed-loop servo operation that maintains the phase angle signal at null, elimination of
scale factor errors associated with light source intensity, optical intensity losses in the
fiber and beam-splitters, and photodetector scale factor uncertainties.

6.2 Development Status And Application Areas

The basic motivation behind the development of the fiber-optic rate sensor was to design
a low cost alternative to the ring laser gyro that was inherently void of lock-in problems.
The resonant characteristic of the laser gyro which regenerates its light source by stimu-
lated emission, is the transfer mechanism that couples the CW and CCW beams together from
back~-scatter, producing lock-in. For the fiber-optic rate sensor, the light source is
external to the sensing ring, hence, does not amplify the effects of back-scatter. As a
result, the lock-in phenomenon associated with the laser gyro is absent in the fiber-optic
sensor. This has been proven experimentally (29). The rationale behind the projected low
cost of the fiber-optic sensor is that use of fiber-optics and integrated-optics tech-
nologies should reduce labor hours associated with device manufacture. It also assumes
continuing reductions in the cost of high quality optical fiber which has been occuring over
the past few years. From a performance standpoint, the fiber-optic rotation sensor is not
expected to compete with the high performance laser gyro for accuracy, but is envisioned as
a competitor to the lower cost autopilot, and eventually tactical missile and AHRS quality
gyros.

Much has been accomplished since 1976 when the fiber-optic rotation sensor concept was
originally conceived. To a large degree, these accomplishments are summarized by the
evolution of the concept from its original form (in Figure 8) to its more refined practical
form (in Figure 9). Nevertheless, much remains to be accomplished before this device can be
considered a serious competitor with mature low cost conventional spinning wheel gyro
technology or new lower cost/medium performance laser gyro technolegy. The device has still
to be designed into a practical form that is producible at low cost, and which achieves
overall performance goals over opertional environments in a reasonable form factor. To a
large extent the development status reflects the level of funding committment assigned by
individual groups toward device development. Although many small funded activities have
existed over the past 8 years, few dedicated programs have been heavily funded. From
another standpoint, the funding limits could reflect lack of confidence by funding agencies
in the new technology, or a lack of available funds to pursue new technologies after
completing heavy investments in recent technologies that are only now entering large scale
production (e.g., the laser gyro).

Some of the technical problems that remain for the fiber-optic rotation rate sensor (28)
include larger than desired size (2 to 4 inches in diameter) for the fiber-optic ring to
avoid introducing beam interractions with the fiber walls under tight fiber turns: scale
factor errors due to photodiode output frequency variations with temperature; bias errors
associated with photodiode output frequency side-bands creating phase offsets at the
photodetector; bias errors created from large regquired Bragg cell drive frequency offsets
coupled with variations in the CW and CCW Bragg biased coil lengths due to off-nominal
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variations between the Bragg cell distances to the fiber-optic coupler (see Figure 9); bias
errors associated with the E/0 demodulator electroniecs loop; bandwidth limits associated
with the closed-loop operation in Figure 9; and increasing complexity of the sensor
configuration to resolve problem areas. Virtually no data has been published on the
performance of the fiber-optic rate sensor under dynamic environments. One of the principal
potentional error mechanisms for the device (as for all angular rate sensing instruments) is
bias error created under dynamic temperature, mechanical vibration, acoustic vibration,
acceleration, and magnetic enviroments. Fiber-optic rate sensor enthusiasts remain con-
fident that these problems can be resolved, given time and funding. For evidence they point
to the significant performance advances made over the past eight years, where the
fiber-optic rate sensor has progressed from an original concept that could barely detect
earth's rate, to current technology versions that have demonstrated milli-earth-rate

sensitivities (29).

7. PENDULOUS ACCELEROMETER

The pendulous accelerometer (Figure 10) (1) consists of a hinged pendulum assembly, a
moving-coil signal-generator/pickoff that senses angular movement of the pendulum from a
nominally null position, and a permanent-magnet torgue-generator that enables the pendulum
to be torgued by electrical input. The torquer magnet is fixed to the accelerometer case,
and the coil assembly is mounted to the pendulum. Delicate flex leads provide electrical
access to the coil across the pendulum/case hinge junction. Electronics are included for
pickoff readout and for generating current to the torquer.

«ﬁ\_ﬁ_rﬁ PICKOFF ANGLE
1\"‘ HINGE AXIS
NPUT /-"
AXIS TORQUE
(CASE |~ GENERATOR
FIXED) : =
\ /
PICKOFF
REFERENCE v PENDULUM AXIS
AXIS
(CASE FIXED)

Figure 10 - Electrically servoed pendulous accelerometer concept.

The device is operated in the captured mode by applying electrical current to the
torguer at the proper magnitude and phasing to maintain the pickoff at null. Under these
conditions, the electrically generated torgue on the pendulum balances the dynamic torque
generated by input acceleration normal to the pendulum plane. Hence, the electrical current
through the torquer becomes proportional to input acceleration, and is the output signal for
the device.

Mechanization approaches for the pendulous accelerometer (1) vary between manufacturers
but generally fall into two categories: fluid filled and dry units. Fluid-filled devices
utilize a viscous fluid in the cavity between the pendulum and case for damping and partial
floatation. The dry units use dry air, nitrogen, or electromagnetic damping.

The hinge element for the pendulous accelerometer is a flexible member that is stiff
normal to the hinge line to maintain mechanical stability of the hinge axis relative to the
case under dynamic loading, but flexible about the hinge line to minimize unpredictable
spring restraint torques that cannot be distinguished from acceleration inputs. Materials
selected for the hinge are chosen for low mechanical hysteresis to minimize unpredictable
spring-torque errors. To minimize hystersis effects, the hinge dimensions are selected to
assure that hinge stresses under dynamic inputs and pendulum movement are well below the
yield-stress for the hinge material. Beryllium-copper has been a commonly used pendulum-
hinge material due to its high ratio of yield-stress to Young's modulus (i.e., the ability
to provide large flexures without exceeding material yield-stress). Another successful
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design approach for dry accelerometers has utilized fused gquartz for both the hinge and
pendulum by etching the complete assembly from a single-piece quartz substrate (1).

7.1 Performance And Application Areas

The pendulous accelerometer continues to be the primary mechanization approach being
used for almost all strapdown applications. Design refinements over the past 6 years now
provide units from several manufacturers that meet 1.0 nmph strapdown inertial navigation
requirements in heaterless configurations. The heaterless configuration operates without
temperature controls and achieves its accuracy through thermal modeling of the sensor errors
in the strapdown system computer based on temperature measurements taken with temperature
probes mounted within the sensing unit. The heaterless accelerometer configuration has been
perfected within recent years for operation with ring laser gyros which are also operated
heaterless using direct path-length control to stabilize performance (Note: Use of heaters
to control temperature and stabilize performance with the ring laser gyro is impractical due
to the long thermal time constant of the Zerodur material from which it is constructed, and
the associated reaction time penalty that would be introduced from turn-on until tempera-
ture/performance stabilization. Laser gyro performance variations with temperature are also
compensated by thermal modeling). It is highly fortunate that pendulous accelerometer
designs originally developed for heated operation (to stabilize performance), have been
predictable enough thermally, to allow accurate characterization over their complete
temperature range by analytical modeling using temperature measurements. Hence, major design
refinements for heaterless operation have not been necessary.

Most accelerometers today are of the dry pendulous metal flexure hinge variety (1).
Design refinements in quartz hinge design configurations (1) (most notably in the plating
technology used to conduct current across the hinge into the pendulum-mounted torquer coil
to minimize hysteresis) have provided a rugged unit that meets 1.0 nmph strapdown inertial
navigation accuracy requirements.

) Experimental pendulous accelerometers have recently provided indications that
identifiable futher design refinements will make it possible to achieve the accuracy
improvements needed for the advanced 0.1 nmph INS applications. Advanced engineering
develoment programs are currently being funded (at a fairly modest level) to develop and
evaluate these performance improvements.

Unit costs for the pendulous accelerometer, although acceptable, still remain higher
than desirable, particularly in the higher accuracy applications. Competitive sourcing in
some applications has created the environment needed to reduce costs to some extent through
design, manufacturing, and test improvements. Increased production volume has added to cost
reduction through learning and improved tooling/automation technigues. However, the
production volume has not been sufficient to develop the automatic manufacturing technol-
ogies needed to make major in-roads in cost reduction. Nevertheless, the pendulous
accelerometer cost is acceptable for most applications, compared to the cost of other
strapdown system elements.

B. TORQUE-LOOP MECHANIZATION APPROACHES FOR TORQUE REBALANCE INSTRUMENTS

The implementation of the torgue loop for the torque-to-balance instruments (e.g.,
floated rate-integrating gyro, tuned-rotor gyro, pendulous accelerometer) continue to be
mechanized using different approaches, depending on manufacter: digital pulse-rebalance or
analog-rebalance with follow-up pulse-rebalance logic, using pulse-on-demand or pulse-width-
modulated forced limit-cycle techniques (1). Little data has been published on the
performance of these electrical circuits, an unfortunate circumstance, particulary since
their accuracy is a key contributor to the overall performance of the intrument they are
designed to operate with. Performance data advertized as representative of particular
sensors does not always include the effect of the digital pulse-rebalance circuity (i.e.,
the data was taken on an analog basis at the basic instrument level). This becomes of
greater concern when one considers the more demanding application areas that can reguire
dynamic ranges (maximum input versus bias accuracy) in the 106 to 107 category.

9. THE VIBRATING BEAM ACCELEROMETER

Much of the cost for conventional pendulous electrically-servoed accelerometers is
associated with the torque-generator and electronics needed to close-the-loop on the
instrument and generate precision pulse outputs representing guantized increments of
integrated input acceleration (1). The vibrating beam accelerometer replaces the
torque-rebalance mechanism with an open-loop direct-digital-output transducer based on
quartz-crystal oscillator technology (30, 31, 32). The concept is depicted in Figure 11.

In Figure 11, two guartz-crystal beams are mounted symmetrically back-to-back so that
each axially supports a proof mass pendulum. Each beam is vibrated at its resonant
freguency by an electronics loop in a manner similar to the method used to sustain amplitude
in quartz-crytal oscillator clock references. In the absence of acceleration along the
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Figure 11 - Vibrating beam accelerometer concept.

acceleration sensing axis, both beams are selected to nominally resonate at the same
frequency. Under applied acceleration, one beam is placed in compression and the other in
tension by the inertial reaction of the pendulous proof masses. This produces an increase
in frequency for the beam in tension, and a decrease in frequency for the beam in com-
pression. The frequency difference (Fp; - F; in Figure (11)) is a direct digital output
proportional to the input acceleration.

The symmetrical arrangement of the beams produces a cancellation of several error
effects that would exist for one beam mounted individually. Error effects that are
nominally cancelled include nominal beam frequency variations with temperature and aging,
asymmetrical scale factor nonlinearities, anisoinertia errors (1), and vibropendulous errors
(1) that are common between the individual beam assemblies.

9.1 Design Considerations And Application Areas

The vibrating beam accelerometer is being designed as a lower cost alternative to the
conventional pendulous electrically-servoed accelerometer for strapdown applications. Cost
reductions are expected to be achieved through elimination of the complex electro-mechanical
assembly associated with the pendulous accelerometer torque-generator, and elimination of
complex torgue-to-balance and pulse gquantizer readout electronics.

The ultimate success of the vibrating beam accelerometer will depend on whether its
accuracy capabilities will approach those of mature technology pendulous accelerometers at a
competetive price. Error mechanisms in the vibrating beam accelerometer arise from unpre-
dictable variations between the two beam assemblies that are temperature, vibration sen-
sitive and which vary over time. One of the more important error mechanisms that must be
dealt with in the design of the unit is the potentional problem of mechanical coupling
between the beam assemblies that pull the frequencies together under low input acceleration
(an effect similar to lock-in for laser gyros). The result is a detection threshold for the
unit that is a function of the strength of the mechanical coupling. The key to the design
of an accurate vibrating beam accelerometer lies in the ability to isolate one crytsal beam
from the other. One approach being used to achieve isolation is through application of a
dual-beam construction (32) for each of the crystal beam assemblies as illustrated in

Figure 12.
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In Figure 12, each beam assembly is composed of an integral dual-beam arrangement in
which the beam elements vibrate in opposition (180 degrees out of phase). The resulting
counter-vibration allows each beam movement to be counter-acted mechanically by the other
.such that no net vibration is transmitted into the mount (i.e., similar to a tuning fork).
The result is that mechanical coupling mechanisms between the independent dual-beam

assemblies are minimized.

A problem area being addressed in the design of the vibrating beam accelerometer is the
output resolution. Typical mechanizations are based on using crystals with a 40 KHz center
frequency (zero input acceleration) with 10% variation over the design acceleration range.
Hence, the inherent maximum frequency output of the device (beam freguency difference) under
maximum input acceleration is typically 5 to 10 KHz. For the higher accuracy applications,
this resolution is generally too coarse (by at least an order of magnitude under certain
conditions). In order to enhance the basic resolution, design techniques being investigated
include using time measurement between frequency difference pulses as the output, or use of
digital phase-lock loop external circuity to generate higher freguency waveforms whose
integral tracks the frequency difference output signal.

The vibrating beam accelerometer is still in its development stage with units becoming
available for evaluation by test groups this year. Developmental test results reported to
date have been encouraging. It is too early at this time to predict what the ultimate cost/
performance of the device will be compared to mature pendulous accelerometer technology.

10. CONCLUDING REMARKS

Over the past six years, the laser gyro has emerged as the rate sensor most suitable for
the high performance strapdown applications. Floated rate-integrating and tuned-rotor gyro
technologies continue to be the most suitable rate sensors for the low-to-medium perform-
ance/low-cost application areas where small size is also important. It is expected that
cost and size reductions for the laser gyro will broaden its applicability range in the
future so that it will eventually dominate the medium accuracy performance areas as well.

It is too early to predict whether the laser gyro will ever be of a low enough cost to
successfully compete in the lower accuracy tactical missile application areas.

Pendulous accelerometer technology continues to be the main stay for strapdown
applications. Performance advances and some cost reductions over the past few years have
enabled this instrument to remain compatible with overall strapdown system cost/performance
goals. To generate a significant cost reduction for strapdown accelerometers, the vibrating
beam accelerometer is receiving attention by some development groups. Time will tell
whether the cost/performance of this instrument will successfully compete with pendulous
accelerometers in the future.
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SUMMARY

This paper addresses the attitude determination, acceleration transformation, and
attitude/heading output computational operations performed in modern-day strapdown
inertial navigation systems. Contemporary algorithms are described for implementing
these operations in real-time computers. The attitude determination and acceleration
transformation algorithm discussions are based on the two-speed approach in which high
frequency coning and sculling effects are calculated with simplified high speed
algorithms, with results fed into lower speed higher order algorithms. This is the
approach that is typically used in most modern-day strapdown systems. Design equations
are included for evaluating the performance of the strapdown computer algorithms as a
function of computer execution speed and sensor assembly vibration
amplitude/frequency/phase environment.

Both direction cosine and quaternion based attitude algorithms are described and
compared in light of modern-day algorithm accuracy capabilities. Orthogonality and
normalization operations are addressed for potential attitude algorithm accuracy
enhancement. The section on attitude data output algorithms includes a discussion on
roll/heading Euler angle singularities near high/low pitch angle conditions.

1. INTRODUCTION

The concept of strapdown inertial navigation was originated more than thirty
years ago, largely from an analytical standpoint. The theoretical analytical expressions
for processing strapdown inertial sensor data to develop attitude, velocity, and position
information were reasonably well understood in the form of continuous matrix operations
and differential equations. The implementation of these equations in a digital computer,
however, was invariably keyed to severe throughput limitations of original airborne
digital computer technology. As a result, many of the strapdown computational
algorithms originated during these early periods were inherently limited in accuracy,
particularly under high frequency dynamic motion. A classical test for algorithm
accuracy during this early period was how well the algorithm computed attitude under
cyclic coning motion as the coning frequency approached the computer update cycle
frequency.

In the late 1960’s and early 1970’s, several analytical efforts addressed the
problem of splitting the strapdown computation process into low and high speed sections
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(7, 8, 10). The low speed section contained the bulk of the computational equations, and
was designed to accurately account for low frequency large amplitude dynamic motion
effects (e.g., vehicle maneuvering). The high speed computation section was designed
with a small set of simple algorithms that would accurately account for high frequency
small amplitude dynamic motion (e.g., vehicle vibrations). Splitting the computational
process in this manner allowed the bulk of the strapdown algorithms to be iterated at
reasonable speeds compatible with computer throughput limitations. The high speed
algorithms were simple enough that they could be mechanized individually with special
purpose electronics, or as a minor high speed loop in the main processor.

Over the past ten years, the structure of most strapdown algorithms has evolved
into this two speed structure. The techniques have been refined today so that fairly
straight-forward analytical design methods can be used to define algorithm analytical
forms and computational rates to achieve required levels of performance in specified
dynamic environments.

This paper describes the algorithms used today in most modern-day strapdown
inertial navigation systems to calculate attitude and transform acceleration vector
measurements from sensor to navigation axes. The algorithms for integrating the
transformed accelerations into velocity and position data are not addressed because it is
believed that these operations are generic to inertial navigation in general, not only
strapdown inertial navigation.

For the algorithms discussed, the analytical basis is presented together with a
discussion on general design methodology used to develop the algorithms for
compatibility with particular user accuracy and environmental requirements.

2. STRAPDOWN COMPUTATION OPERATIONS

Figure 1 depicts the computational elements implemented by software algorithms
in typical strapdown inertial navigation systems. Input data to the algorithms is provided
from a triad of strapdown gyros and accelerometers. The gyros provide precision
measurements of strapdown sensor coordinate frame (“body axes”) angular rotation rate
relative to nonrotating inertial space. The accelerometers provide precision
measurements of 3-axis orthogonal specific force acceleration along body axes.
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FIGURE 1 - STRAPDOWN ATTITUDE REFERENCE OPERATIONS

The strapdown gyro data is processed on an iterative basis by suitable integration
algorithms to calculate the attitude of the body frame relative to navigation coordinates.
The rotation rate of the navigation frame is an input to the calculation from the navigation
section of the overall computation software. Typical navigation coordinate frames are
oriented with the z-axis vertical and the x, y, axes horizontal.

The attitude information calculated from the gyro and navigation frame rate data
is used to transform the accelerometer specific force vector measurements in body axes to
their equivalent form in navigation coordinates. The navigation frame specific force
accelerations are then integrated in the navigation software section to calculate velocity
and position. The velocity/position computational algorithms are not unique to the
strapdown mechanization concept, hence, are not treated in this paper. Several texts treat
the velocity/position integration algorithms in detail (1, 2, 3, 4, 12).

Figure 1 also shows an Euler Angle Extraction function as part of the strapdown
attitude reference operations. This algorithm is used to convert the calculated attitude
data into an output format that is more compatible with typical user requirements (e.g.,
roll, pitch, heading Euler angles).

3. STRAPDOWN ATTITUDE INTEGRATION ALGORITHMS

The attitude information in strapdown inertial navigation systems is typically
calculated in the form of a direction cosine matrix or as an attitude quaternion. The
direction cosine matrix is a three-by-three matrix whose rows represent unit vectors in
navigation axes projected along body axes. As such, the element in the ith row and jth
column represents the cosine of the angle between the navigation frame i-axis and body
frame j-axis. The quaternion is a four-vector whose elements are defined analytically (5,
9) as follows:
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a = (OCX/OL) sin (a/2)
b = (ocy/oc) sin (a/2)
(1
¢ = (o/0)sin (0/2)
d = cos (0(/2)
where
Ox, Oy, Ol = Components of an angle vector o.

o = Magnitude of o.

The a vector is defined to have direction and magnitude such that if the
navigation frame was rotated about o through an angle o, it would be rotated into

alignment with the body frame. The o rotation angle vector and its quaternion equivalent
(a, b, c, d, from equations (1)), or the direction cosine matrix, uniquely define the attitude
of the body axes relative to navigation axes.

3.1 Direction Cosine Updating Algorithms

3.1.1 Direction Cosine Updating Algorithm For Body Rotations

The direction cosine matrix can be updated for body frame gyro sensed motion in
the strapdown computer by executing the following classical direction cosine matrix
chain rule algorithm on a repetitive basis:

C(m+1) = C(m) A(m) (2)

where

C(m) = Direction cosine matrix relating body to navigation axes at the mth
computer cycle time.

A(m) = Direction cosine matrix that transforms vectors from body coordinates
at the (m+1)th computer cycle to body coordinates at the mth computer

cycle.

It is well known (9) that:

A(m) = T+1f1 (¢x) + 2 (0x) 3)

where
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fi = = 1-0731 407750 - .
fy= LSO oy oo
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O = Ox2+ Oy2 + 02
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(QX) = ¢z 0 -0

-0y O0x O

I = 3 x 3 identity matrix
Ox, §y, 0 = Components of ¢.

0 = Angle vector with direction and magnitude such that a rotation of the body

frame about ¢ through an angle equal to the magnitude of ¢ will rotate the
body frame from its orientation at computer cycle m to its orientation at
computer cycle m+1. The ¢ vector is computed for each computer cycle m
by processing the data from the strapdown gyros. The algorithm for
computing ¢ will be described subsequently.

The “order” of the algorithm defined by equations (2) through (4) is determined
by the number of terms carried in the {7, f> expansions. A fifth order algorithm, for

example, retains sufficient terms in f1 and f; such that A(m) contains all ¢ term products

out to fifth order. Hence, f; would be truncated after the ¢4 term and f, would be

truncated after the ¢p2 term to retain fifth order accuracy in A(m). The order of accuracy
required is determined by system accuracy requirements under maximum rate input

conditions when ¢ is a maximum. The computation iteration rate is typically selected to

assure that ¢ remains small at maximum rate (e.g., 0.1 radians). This assures that the
number of terms required for accuracy in the {1, f; expansions will be reasonable.

3.1.2  Direction Cosine Updating Algorithm For Navigation Frame Rotations

Equation (2) is used to update the direction cosine matrix for gyro sensed body
frame motion. In order to update the direction cosines for rotation of the navigation
coordinate frame, the following classical direction cosine matrix chain rule algorithm is
used:
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C(n+1) = B(n) C(n) 5)

where

B(n) = Direction cosine matrix that transforms vectors from navigation axes at
computer cycle n to navigation axes at computer cycle (n+1).

The equation for B(n) parallels equation (3):

Bn) =1- (9><)+0.5(§><)2 (6)
with
0 -6, 6
A
0x) = 0, 0 -6 ™
| 'ey ex 0
where

O, Oy, 0, = Components of 6.

6 = Angle vector with direction and magnitude such that a rotation of the
navigation frame about 8 through an angle equal to the magnitude of 6 will
rotate the navigation frame from its orientation at computer cycle n to its

orientation at computer cycle n+1. The 8 vector is computed for each

computer cycle n by processing the navigation frame rotation rate data from
the navigation software section (12)

It is important to note that the n cycle (for navigation frame rotation) and m cycle
(for body frame rotation) are generally different, n typically being executed at a lower
iteration rate than m. This is permissible because the navigation frame rotation rates are
considerably smaller than the body rates, hence, high execution rates are not needed to

maintain 6 small to reduce the order of the iteration algorithm. The algorithm represented
by equations (5) and (6) is second order in 8. Generally, first order is of sufficient

accuracy, and the (6x)2 term need not be carried in the actual software implementation.

3.2 Quaternion Updating Algorithm

3.2.1 Quaternion Transformation Properties

The updating algorithms for the attitude quaternion can be developed through an
investigation of its vector transformation properties (5, 9). We first introduce

325



nomenclature that is useful for describing quaternion algebraic operations. Referring to
equation (1), the quaternion with components a, b, ¢, d, can be described as:

u=a+bj+ck+d (8)
where
a, b, c = Components of the “vector” part of the quaternion.

1, j, kK = Quaternion vector operators analogous to unit vectors along orthogonal
coordinate axes.

d = “Scalar” part of the quaternion.

We also define rules for quaternion vector operator products as:

i = -1 ij = k i = k
ij = -1 ik = i kj = -i
kk = -1 ki = j ik =

With the above definitions, the product w of two quaternions (u and v) becomes:
w = uv = (ai+bj+ck+d)(ei+1fj+gk+h)

= aelil + afij + agik + ahi
+ beji + bfjj + bgjk + bhj
+ ceki + cfkj + cgkk + chk
+ dei + dfj + dgk + dh

= (ah+de+bg-cf)i
+ (bh +df + ce - ag) j
+ (ch+dg+ af - be) k
+ (dh - ae - bf - cg)

or in “Four-vector” matrix form:

e d-cb a e
o] _lcdab | |f
g -badc g
h' -a-b-cd h

We also define the “complex conjugate” of the general quaternion u in
equation (8) as:

A
u* = -ai-bj-ck+d
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We now define a quaternion operator h(m) for the body angle change ¢ over

computer cycle m as:

(0x/0) sin (072)
(0y/) sin (072)
h(m) = )
(0,70 sin (¢72)

oS ((1)/2)

where the elements in the above column matrix refer to the 1, j, k, and scalar components
of h. We also define a general vector v with components v, vy, vz, and a corresponding
quaternion v having the same vector components with a zero scalar component:

Vx
Vy
Vz

0

Using the above definitions and the general rules for quaternion algebra, it is
readily demonstrated by substitution and trigonometric manipulation that:

A
v' = h(m) v h(m)* = A'(m) v (10)
where
\
A Al vy
' A O '
Al(m) = [ %n : 0} V= VZ, A(m) = As defined in (3)
0

Equation (10), therefore, is the quaternion form of the vector transformation
equation that transforms a vector from body coordinates at computer cycle (m+1) to body

coordinates at computer cycle m:

v'= A(m) v (11)
where
X‘, v = “Three-vector” form of v' and v (i.e., with components v, Vy', v, and vy,
VY7 VZ)'
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v = The general vector v in body coordinates at computer cycle (m+1).

V' = The general vector v in body coordinates at computer cycle m.

3.2.2  Quaternion Updating Algorithm For Body Motion

Equation (10) with its equation (11) dual can be used to define analogous vector
transformation operations between body coordinates and navigation coordinates at
computer cycle m as:

v'= g(m) v' g(m)*

v'= C(m) v

(12)

where
g(m) = Quaternion relating body axes to navigation axes at computer cycle m.

v' = The vector v in navigation coordinates.

v" = The vector v in body coordinates at computer cycle m.

v, v"'" = Quaternion (“Four vector”) form of v', v".

The q quaternion has four elements (i.e., a, b, ¢, d) that are updated for body
motion ¢ at each computer cycle m. The updating equation is easily derived by
substituting equation (10) into (12):

v" = q(m) h(m) v h(m)* q(m)*

Using the definition for the quaternion complex conjugate, it is readily
demonstrated that:

h(m)* q(m)* = (q(m) h(m))*
Thus,
v' = g(m)h(m)v (q(m)h(m))*
But we can also write the direct expression:
v'= q(m+1) v g(m+1)*
Therefore, by direct comparison of the latter two equations:

q(m+1) = q(m) h(m) (13)
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Equation (13) is the quaternion equivalent to direction cosine updating equation
(2). For computational purposes, h(m) as defined in equations (9) is equivalently:

f3 ¢X
f3 ¢y
h(m) =
f3 0,
fq
gy = S0 lor2) _ 0.5 (1 -(0.50/131 +(0.50fs5! - ..
0

(14)
fy = cos (0/2) = 1-(0.50f721 +(0.50)" 41 - ...)

(0.50F = 0.25(0x2 + 042 + 652)

The “order” of the equation (13) and (14) updating algorithm depends on the

order of ¢ terms carried in h which depends on the truncation point used in f3 and f4. The
rationale for selecting the algorithm order and associated algorithm iteration rate is
directly analogous to selection of the direction cosine updating algorithm order (discussed
previously).

3.2.3 Quaternion Updating Algorithm For Navigation Frame Rotation
Equation (13) with (14) is used to update the quaternion for body frame motion
sensed by gyros. In order to update the quaternion for rotation of the navigation

coordinate frame, an algorithm analogous to equation (5) (for the direction cosine matrix)
is used with a navigation frame rotation quaternion r:

q(n+l) = r(n) q(n)
0.5 05
0.5 0y

r(n) = (15)
-0.56,

1-0.5 (672

(/2= 0.25(6x2 + 6,2 + 652)
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where

Ox, 0y, 0, = Components of 6 as defined previously for equations (6) and (7).

The development of equation (15) parallels the development of (13). The
equation for r(n) is a truncated form of the theoretical exact analytical expression

(analogous to the second order truncated form of equation (14)). The 62 term in equation

(15) generally is not required for accuracy (due to the smallness of 8 in typical
applications).

As for the direction cosine updating algorithm for navigation frame motion, the
equivalent quaternion updating algorithm (equation (15)) updating cycle n need not be
processed as fast as the body rate cycle m to maintain equivalent accuracy. This is due to
the considerably smaller navigation frame rotation rates compared to body rotation rates.

3.2.4 Equivalencies Between Direction Cosine And Quaternion Elements
The analytical equivalency between the elements of the direction cosine matrix

and the attitude quaternion can be derived by direct expansion of equations (12). If we
define the elements of q as:

oo o

equation (12) becomes after expansion, factorization of v', and neglecting the scalar part
of the v" and v' quaternion vectors (i.e., carrying only the vector components of v" and

vY:

(@2 +a2-b%-c?)  2(ab-cd) 2 (ac + bd)
v'=| 2@b+cd) (2+b2-c?-22) 2(bc-ad) |V (16)
2 (ac - bd) 2(bc+ad)  (d?+c?-a2-b?)
Defining C in equation (12) as:
Cii Ci2 Cni3
C=| Ca Cn Cp3
C31 G2 C33

equation (16) when compared with (12) shows that:
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Cip = d?+a’-b>-¢c?

Ci2 = 2(ab-cd)

Ci13 = 2(ac+bd)

Co1 = 2(ab+cd)

Cy = d®+b*-c?-a?

Cy3 = 2 (bc- ad)

C31 = 2(ac-bd) (17)
C3p = 2 (bc+ad)

Cy3 = d>+c?-a%-b?

The converse of equation (17) is somewhat more complicated. Using the property
(from equation (1)) that:
a2+b+c?+d>= 1

the converse of equation (17) can be shown (11) to be computable from the following
sequence of operations:

Ty = C11+Co +Cs3
Pi= 1+2Cq1-T;
Pr= 14+2Cy-T;
P3= 1+2C33-T;
Po= 1+ T;

If Py = max (Py, Py, P3, Py), then:
a = 05P; 172 sign (aprevious)
b = (C21 + C12) /4a

(18)
c = (C13 + C31)/4a

o
Il

(C32 - C23) /4a

(Continued)
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If P, = max (Pq, Py, P3, Py), then:
b = 0.5P21/2sign (bprevious)

c = (C32 + C23) /4b
d = (C13—C31)/4b
a = (C21 + C12) /4b

If P3 = max (Pq, Py, P3, Py), then:
c =05 P31/2 sign (Cprevious)

d (Czl - C12) l4c

(18)
(Concluded)

a (C13 + C31) /4c

b (C32 + C23) l4c

If P, = max (Pq, Py, P3, Py), then:

d = 0.5Pu12 sign (dprevious)
a = (C3p-Ca3)/4d
b = (C13-Ca1)/4d
¢ = (Ca1-Cr2)/4d

3.3 The Computation of 9

3.3.1 Continuous Form

The ¢ “body attitude change” vector is calculated by processing data from the
strapdown gyros. Under situations where the angular rotation rate vector (sensed by the
gyros) lies along a fixed direction (i.e., is nonrotating in inertial space), the ¢ vector is

equal to the simple integral of the angular rate vector over the time interval from
computer cycle m to computer cycle (m+1):

tm+1
0 = f o dt for cases when ® is nonrotating. (19)
tm

where
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o = Angular rate vector sensed by the strapdown gyros.

Under general motion conditions (when @ may be rotating), equation (19) has the
more complex form (as derived in (10) or alternatively, in Appendix A):

t .
o(t) = f 0)+1/20c><03+12(1-m)0cx(0cx03) dt
had w1 - T 2(l-coso)) — — 20)
¢ = oft=tm)

It can verified by power series expansion that to first order,

(1/0(2)(1- o, singt )zl
2 (1-coso) 12

Hence, a (t) in equation (20), to third order accuracy in o can be approximated

t
a(t) = f
hed N

A second order expression for o (t) can be obtained from (21) by dropping the

dt (21)

(o+1/20c><(o+La><(oc><0))

1/12 term. An even simpler expression for o (t) is obtained by dropping the 1/12 term

and approximating the o term in the integral by the direct integral of w:

t
E(t) = f odt
tm

t
SB () = 1/2[ Bxwadt (22)

B tm
0 = B(t=tm+1) + OB (t=tm+1)

An interesting characteristic about equation (22) is that its accuracy is in fact
comparable to that of third order equation (21). In other words, the simplifying

assumption of replacing o with B in the 1/2 o0 X ® term is in fact equivalent to

introducing an error in equation (21) that to third order, equals the 112 ox (g X 9) term.
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This property can be verified by simulation as well as analytical expansion under
hypothesized angular motion conditions.

Equation (22) is the equation that is mechanized in software in most modern-day
strapdown inertial navigation systems to calculate ¢. It can be demonstrated analytically
and by simulation that for representative vehicle ar;gular motion and vibration, equation
(22) faithfully calculates ¢ to accuracy levels that are compatible with high performance
strapdown inertial navigaﬁon system requirements.

For situations where @ is nonrotating, the 8f term in (22) is zero and ¢ equals the

simple time integral or @ over the computer interval m (i.e., the equation (19)
approximation). For situations where @ is rotating (a situation defined analytically as
“coning”), the 8P term is nonzero and must be calculated and used as a correction to the

@ integral to properly calculate ¢.

It is important to note that the accuracy by which equation (22) approximates (20)
is dependent on ¢ being small (e.g., less than 0.1 radian). In order to protect the accuracy

of this approximation, the computer iteration rate must be high enough that ¢ remains
small under maximum vehicle rotation rate conditions.

3.3.2 Recursive Algorithm Form

The implementation of equation (22) in a digital computer implies that a higher
speed integration summing operation be performed during each body motion attitude
update cycle. A computational algorithm for the integration function can be derived by
first rewriting equation (22) in the equivalent incremental updating form:

t

B = B(l)+f odt

t

ti+1

3P (+1) = P () + 172 f Bty x wadt (23)

E(l+1) = E(t=tl+1)
0 = B (t=tm+1) + OP (t=tm+1)

with initial conditions:
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(24)

[ = High speed computer cycle within the m body rate update cycle.

The integrals in (23) can be replaced by analytical forms that are compatible with
gyro input data processing if @ is replaced by a generalized time series expansion. For

equations (23), it is sufficient to approximate ® over the / to /+1 time interval as a
constant plus a linear ramp:

~ A+B(t-) (25)

e

where
A,B = Constant vectors.

Substituting (25) in (23), and recognizing with the equation (25) approximation that:
A(tie1 - ) = 1/2(A6() + A8(L-1))
172 B (ti41 - tl)2 =12 (ée o - &(l—l))
where by definition:
A fti
AB() = f o dt
t

yields the desired final form for the ¢ updating algorithm:

SB(+D) = SB(D + 12 (B (D) + 1/6 AB(I-1)) x A8 ()

ti+1
46() f odi = 3" do
t

(26)
B(+1) = B(D) + AB())
0 = B (t=tm+1) + P (t=tm+1)

with initial conditions:
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A
B (t=tm) = B (=0) = 0

A
3B (t=tm) = 3 (1=0) = 0

where

=
I

Gyro output pulse vector. Each component (X, y, z) represents the
occurrence of a rotation through a specified fixed angle increment about the
gyro input axis.

D

= Gyro output pulse vector count from [/ to /+1.

The computational algorithm described by equation (26) is used on a recursive
basis to calculate ¢ once each m cycle. After ¢ is calculated, the  and df3 functions are
reset for the next m cycle ¢ calculation. The iteration rate for / within m is maintained at

a high enough rate to properly account for anticipated dynamic ® motion effects. Section
6. describes analytical techniques that can be used to assess the adequacy of the iteration
rate under dynamic angular rate conditions.

34 The Computation of 6

The 0 vector in equations (6) and (15) is computed as a simple integral of
navigation frame angular rate over the n cycle iteration period:

th+l
0 f Qdt @7
tn

D
1l

where

Q

Navigation frame rotation rate as calculated in the navigation software
section (12).

Standard recursive integration algorithms can be used to calculate 8 in equation
(27) (e.g., trapezoidal) over the time interval from n to n+1. The update rate for the
integration algorithm is selected to be compatible with software accuracy requirements in
the anticipated dynamic maneuver environment for the user vehicle.

3.5 Orthogonality And Normalization Algorithms

Most strapdown attitude computation techniques periodically employ self-
consistency correction algorithms as an outer-loop function for accuracy enhancement. If
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the basic attitude data is computed in the form of a direction cosine matrix, the self-
consistency check is that the rows should be orthogonal to each other and equal to unity
in magnitude. This condition is based on the fact that the rows of the direction cosine
matrix represent unit vectors along orthogonal navigation coordinate frame axes as
projected in body axes. For the quaternion, the self-consistency check is that the sum of
the squares of the quaternion elements be unity (this can be verified by operation on
equation (1)).

3.5.1 Direction Cosine Orthogonalization And Normalization

The test for orthogonality between two direction cosine rows is that the dot
product be zero. The error condition, then is:

Eij = G C~T

J (28)

where
Ci= it row of C

jth row of C

0
I

—J
Il

Transpose

A calculated orthogonality error Ejj can be corrected by rotating Cj and C; relative
to each other about an axis perpendicular to both by the error angle Ej;. Since it is not
known whether C; or C; is in error, it is assumed that each are equally likely to be
generating the error, and each is rotated by half of Ejj to correct the error. Hence, the
orthogonality correction algorithm is:

Ci(n+1) = Cj(n) - 172 Ejj Cj(n)

(29)
Cj(n+1) = Cj(n) - 1/2 Ejj Ci(n)

It is easily verified using (29) that an orthogonality error Ejj originally present in
Ci (n) and C;j (n) is no longer present in Cj (n+1) and Cj (n+1) after application of
equation (29).

The unity condition of C; (i.e., normality) can be tested by comparing the
magnitude squared of C; with unity:

Ei = GC -1 (30)
A measured normality error E;j can be corrected with:

Ci(n+1) = Cj(n) - 1/2 Ejj Cj(n) (31)
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Equations (28) through (31) can be used to measure and correct orthogonality and
normalization errors in the direction cosine matrix. In combined matrix form, the overall
measurement/correction operation is sometimes written as:

Cn+1 = Cn+ 172

1-CaC,)Ca (32)

3.5.1.1 Rows or Columns - The previous discussion addressed the problem of
orthogonalizing and nomalizing the rows of a direction cosine matrix C. In combined
form, equation (32) shows that the correction is:

sc = 12(1-ccT)c 33)

Equation (33) can be operated upon by premultiplication with C
postmultiplication by CT, and combining terms. The result is:

sc = 12c(i-cTc) (34)

The (I - CTC) term in (34) is the error matrix based on testing orthogonality and
normality of the columns of C. Thus, if the rows of C are orthonormalized (i.e., dC is
nulled), the columns of C will also be implicitly orthonormalized. The inverse applies if
the columns are directly orthonormalized with (34). The question that remains is, which
is preferred? The answer is related to the real time computing problem associated with
the calculation and correction of orthogonalization and normalization errors.

Ideally, the orthogonalization and normalization operations are performed as an
outer loop function in a strapdown navigation computer so as not to impact computer
throughput requirements. A computational organization that facilities such an approach
divides the orthonormalization operations into submodules that are executed on
successive passes in the outer-loop software path. A logical division of the
orthonormalization operations into submodules is as defined by equations (28), (29), (30),
and (31).

This implies that measurement and correction of orthogonalization and
normalization effects are performed at different times in the computing cycle. Such an
approach is only valid if the orthogonality and normalizations errors (i.e., Ejj and Ej;)
remain reasonably stable as a function of time.

To assess the time stability of the orthogonality/normalization error is to
investigate the rate of change of the bracketed terms in equations (33) and (34). For
convenience, these will be defined as:

>

Eg = (1-cCT) a5
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The time derivative of (35) is:

ccl-cct
clc-cTe

ER
Ec

(36)

Expressions for C and CT can be developed by returning to equations (2), (3), (5),
and (6). These equations can be rearranged to show that over a given time interval, the
change in C is given by:

AC =CA-D+B-DC
which with (3) and (4) becomes to first order:

AC = C(¢x)-(8x)C (37)

Dividing by the time interval for the change in C, recognizing that ¢ and 6 are

approximately integrals of @ and €2 over the time interval, and letting the time interval go
to zero in the limit, yields the classical equation for the rate of change of C:

C = C(ox)-(Qx)C (38)
where

( 9)(), ( 9)() = Skew symmetric matrix form of vectors ®, 2.
The transpose of (38) is:

¢' = (o T+t (@) (39)

We now substitute (38) and (39) into (36). After combining terms and applying
equations (35), the final result is:

Er = ER (@) - (%) Er

(40)

Ec = Ec (0x) - (@x) Ec

Equations (40) show that the rate of change of ER is proportional to ER and the
navigation frame rotation rate {2, whereas the rate of change of Ec is proportional to Ec

and the body rotation rate @. Since @ is generally much larger than Q, Ec is generally

larger than ER. It can be concluded that ER is more stable over time, hence,
orthornormalizing the direction cosine matrix rows (based on the ER measurement) is the
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preferred computational approach if the real time computing problem is taken into
account.
3.5.2 Quaternion Normalization

The quaternion is normalized by measuring its magnitude squared compared by
unity, and adjusting each element proportionally to correct the normalization error. The
normalization error is given by:

Eq = qq*-1 (41)

It is easily verified using the rules for quaternion algebraic that Eq equals the sum
of the squares of the elements of g minus 1. The correction algorithm is given by:

dn+1) = qm) - /2 Eq qn) (42)

3.6 Direction Cosine Versus The Quaternion For Body Attitude Referencing

The tradeoff between direction cosine versus quaternion parameters as the
primary attitude reference data in strapdown inertial systems has been a popular area of
debate between strapdown analysts over the past three decades. In its original form, the
tradeoff centered on the relative accuracy between the two methods in accounting for
body angular motion. These tradeoffs invariably evolved from the differential equation
form of the direction cosine and quaternion updating equations and investigated the
accuracy of equivalent algorithms for integrating these equations in a digital computer
under hypothesized body angular motion. Invariably, the body motion investigated was
coning motion at various frequencies relative to the computer update frequency. For
these early studies, the tradeoffs generally demonstrated that for comparable integration
algorithms, the quaternion approach generated solutions that more accurately replicated
the true coning motion for situations where the coning frequency was within a decade of
the computer update frequency.

As presented in this paper, both the quaternion and direction cosine updating
algorithms have been based on processing of a body angle motion vector ¢ which

accounts for all dynamic motion effects including coning. These updating algorithms
(equation (2) and (3) for direction cosines and (13) and (14) for the quaternion) represent

exact solutions for the attitude updating process for a given input angle vector ¢.

Consequently, the question of accuracy for different body motion can no longer be
considered a viable tradeoff area. The principle tradeoffs that remain between the two
approaches are the computer memory and throughput requirements associated with each
in a strapdown navigation system.

In order to assess the relative computer memory and throughput requirements for
quaternion parameters versus direction cosines, the composite of all computer
requirements for each must be assessed. In general, these can be grouped into three
major computational areas:
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1. Basic updating algorithm
2. Normalization and orthogonalization algorithms

3. Algorithms for conversion to the direction cosine matrix form needed for
acceleration transformation and Euler angle extraction

Basic Updating Algorithms - The basic updating algorithm for the quaternion
parameters is somewhat simpler than for direction cosines as expansion of equations (2)
and (3) compared with (13) and (14) would reveal. This results in both a throughput and
memory advantage for the quaternion approach. Part of this advantage arises because
only four quaternion elements have to be updated compared to nine for direction cosines.
The advantage is somewhat diminished if it is recognized that only two rows of direction
cosines (i.e., 6 elements) need actually be updated since the third row can then be easily
derived from the other two by a cross-product operation (i.e., the third row represents a
unit vector along the z-axis of the navigation frame as projected in body axes. The first
two rows represent unit vectors along x and y navigation frame axes. The cross-product
of unit vectors along x and y navigation axes equals the unit vector along the z-navigation
axis).

Normalization And Orthogonalization Algorithms - The normalization and
orthogonalization operations associated with direction cosines are given by equation (28)

through (31). The quaternion normalization equation is given by equations (41) and (42).

The normalization equation for the quaternion is generally simpler to implement
than the orthogonalization and normalization equations for the direction cosines. If only
two rows of the direction cosine matrix are updated (as described in the previous
paragraph) the direction cosine orthogonalization and normalization operations required
are half that dictated by (28) through (31), but are still more than required by (41) and
(42) for the quaternion. Since the orthonormalization operations would in general be
iterated at low rate, no throughput advantage results for the quaternion. Some memory
savings may be realized, however.

A key factor that must be addressed relative to orthonormalization tradeoffs is
whether or not orthonormalization is actually needed at all. Clearly, if the direction
cosine or quaternion updating algorithms were implemented perfectly,
orthonormalization would not be required. It is the author’s contention that, in fact, the
accuracy requirements for strapdown systems dictate that strapdown attitude updating
software cannot tolerate any errors whatsoever (compared to sensor error effects).
Therefore, if the attitude updating software is designed for negligible drift and scale
factor error (compared to sensor errors) it will also implicitly exhibit negligible
orthogonalization and/or normalization errors.

The above argument is valid if the effect of orthonormalization errors in
strapdown attitude data is no more detrimental to system performance than other software
attitude error effects. This is in fact the case, as detailed error analyses would reveal.
Since modern-day general purpose computers used in today’s strapdown inertial
navigation systems have the capability to implement attitude updating algorithms
essentially perfectly within a reasonable throughput and memory requirement, it is the

341



author’s opinion that orthonormalization error correction should not be needed, hence, is
not a viable tradeoff area relative to the use of quaternion parameters versus direction
cosines.

Algorithms For Conversion To The Direction Cosine Matrix - If the basic
calculated attitude data is direction cosines directly, no conversion process is required.

For cases where only two rows of direction cosines are updated, the third row must be
generated by the cross-product between the two rows calculated. For example:

C31 = CpCr3-Ci13Cx2
Cyp = C13C21-C11Co3 (43)
Ciz3 = C11Cn-Ci2Cyy

For quaternion parameters, equation (17) must be implemented to develop the
direction cosine matrix, a significantly more complex operation compared with (43) for
the two row direction cosine approach. Since direction cosine elements are generally
required at high rate (for acceleration transformation and Euler angle output extraction)
both a throughput and memory penalty is accrued for the quaternion approach. The
penalty is compounded if the calculated direction cosine outputs are required to greater
than single precision accuracy (including computational round-off error). For noise-free
acceleration transformation operations (such as may be needed to effect an accurate
system calibration) double-precision accuracy is needed. The result is that equation (17)
for the quaternion versus (43) for direction cosines would have to be implemented in
double-precision imposing a significant penalty for the more complex quaternion
conversion process.

Tradeoff Conclusions - From the above qualitative discussion, it is difficult to
draw hard conclusions regarding a preference for direction cosines versus quaternion
parameters for attitude referencing in strapdown inertial systems. Pros and cons exist for
each in the different tradeoff areas. Quantitative comparisons based on actual software
sizing and computer loading studies have led to similar inconclusive results. Fortunately,
today’s computer technology is such that the slight advantage one attitude parameter
approach may have over the other in any particular application is insignificant compared
with composite total strapdown inertial system throughput and memory software
requirements. Hence, ultimate selection of the attitude approach can be safely made
based on “analyst’s choice”.

4. STRAPDOWN ACCELERATION TRANSFORMATION ALGORITHMS

The acceleration vector measurement from the accelerometers in a strapdown
inertial system is transformed from body to navigation axes through a mechanization of
the classical vector transformation equation:

N = Ca (44)
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a = Specific force acceleration measured in body axes by the strapdown
accelerometers.

aN = Specific force acceleration with components evaluated along navigation
axes.

The implementation of equation (44) is accomplished on a repetitive basis as a
recursive algorithm in a digital computer such that its integral properties are preserved at
the computer cycle times. In this manner, the velocity which is formed from the integral
of (44) will be accurate under dynamic conditions in which aN may have erratic high
frequency components. The recursive algorithm for (44) must account for the effects of
body rotation (and secondarily, rotation of the navigation coordinate frame) as well as
variations in a over the computer iteration period.

4.1 Acceleration Transformation Algorithm That Accounts For Body Rotation Effects

To develop an algorithm for equation (44) that preserves its integral properties,
we begin with its integral over a computer cycle:

tm+1
uN Cadt (45)

tm

[=
Z
Il

Change in integral of equation (44) (or specific force velocity change) over
a computer cycle m

The velocity vector in the navigation computer is generated by summing the uN’s
corrected for Coriolis and gravity effects.

The C matrix in (45) is a continuous function of time in the interval from t;, to
tm+1- An equivalent form for C in terms of its value at the computer update time (m) is:

C = C(m) A(t) (46)
where
C(m) = Value of C at t;,

A(t) = Direction cosine matrix that transform vectors from body axes at time t to
the body attitude at the start time for the computation interval ty,.

Equation (46) with the definition of A(t) above accounts for the effect of gyro
sensed body motion over the computer interval. The next section will discuss the
correction used to account for the small rotation of the navigation frame over the
computer interval.

343



Substituting (46) in (45) and expanding:
tm+1

o = C(m) f A adt
tm

We now use a first order approximation for A(t) as given in equation (3), with ¢
treated as a function of time in the interval as defined to first order in equation (22):

t
o) = E(t) = f wdt
tm

Thus,
A® = 1+(B®)x) (47)
and
r‘tm+l
N = C(m)J (I+(E(t) x))gdt
tm
rtm+1 tm+1
= C(m)J adt+f (B xa)dt
tm tm

We now define

A tm+1
u = a dt
tm

Hence,

tm+1
uN = C(m) [u+ f (Bt xa) dt (48)
tm

with
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t
ﬁ(t) = f odt
tm

tm+1
f adt
tm

An alternative form of (48) can also be derived through direct application of the
integration by parts rule to the integral term in the equation (48) ulN expression:

u

t
EN = C(m) {u+ I/ZEX u+ 1/2] (E(t) Xa+u(t) x 9) dt (49)
tm
with
(t
B = | od B = B(t=tm+1)
Jin
t
u® = | adt u = u(t=tme1)

Equations (48) and (49) are algorithmic forms of equation (44) that can be used to
calculated uN in the strapdown computer exactly (within the approximation of equation
(47)). These equations show that the specific force velocity change in navigation
coordinates is approximately equal to the integrated output from the strapdown
accelerometer (u) over the computer cycle, times the direction cosine matrix which was
valid at the previous computer update time. Correction terms are applied to account for
body rotation. In general, the correction term involves an integral of the interactive

effects of angular @ and linear a motion over the update cycle. The integral terms have
been coined “sculling” effects.

The equation (49) form of the uN equation includes a 1/2 3 X u term which can be
evaluated at t41 as the simple cross-product of integrated gyro and accelerometer
measurements (i.e., without a dynamic integral operation). Furthermore, it is easily
demonstrated that for approximately constant angular rates and accelerations over the
computer cycle, the integral term in (49) is identically zero. This forms the basis for an
approximate form of (49) which is valid under benign flight conditions (i.e., using

equation (49) without including the integral term ). The 1/2 B X u term in (49) is
sometimes denoted as “rotation compensation.”
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4.1.1 Incremental Form of Transformation Operations and Sculling Terms

In a severe dynamic environment, equations (48) or (49) would be implemented
explicitly with the integral terms mechanized as a high speed digital algorithmic
operation within the ty, to ty,4+1 update cycle. The integral terms we are dealing with are
from (48) and (49):

A tm+1
S1 = f (B ©xa)dt
tm
(50)
A tm+1
Sy = 1/2[ (B(t)><g+g(t)><0))dt
tm n o
With the equation (50) definitions, (48) and (49) become:
N _
u” = C(m) (u+S) (51)
or
N _
o = Cm) (u+1/2Bxu+S) (52)

Recursive algorithms for S or S, can be derived by first rewriting (50) in the
equivalent form:

t

E(t) = B(l)+Jr odt

7]
L B+1) = B (t=tu1)
u(t) = u(l)+JU adt w41 = u (t=ty)
- St = 71 (t=tme1) (53)
T (+1) = v (1)+L (B (© xa) dt S2 = 72 (t=tme1)

tis1

V2 (I+1) = p(l)+ 1/2 f (E (t)><§+g(t)><9)dt

u

with initial conditions
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u (t=ty) = 0

B (54)
Y1 (t=tm) = 0

T2 (t:tm) =

[ = High speed computer cycle within m lower speed computation cycle.

The integrals in (53) can be replaced by analytical forms that are compatible with
gyro and accelerometer input data processing if @ and a are replaced by a generalized
time series expansion. For equations (53), it is sufficient to approximate @ and a over the

[ to [+1 time interval as constants. Using this approximation in (53) yields the final
algorithm forms. For Si, the companion to equation (51), the algorithm is:

1 (+1) = y1 (D + (B() + 172 A8 (D)) x Av(])
B(+1) = B+ A8(])
where
ti+1
AB() = f odt = :j“ e
7]
ti+1
Av(l) = f adt = " dv
=v )
and

S1= 71 (=tm+1) (55)

For equation (51):

u(+1) = u () +Av()

A

u = u(t=tmy1)

with initial conditions:
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B (t=tm) = B(=0) = 0
A
Y (t=tm) = 11 (I=0) = 0

where

dO, dv = Gyro and accelerometer output pulse vectors. Each component (X, y, z)
represents the occurrence of a rotation through a specified angle about
the gyro input axis (for d@ components) or an acceleration through a

specific force velocity change along the accelerometer input axis (for
dv components).

AB, Av = Gyro and accelerometer pulse vector counts from / to [+1.

For the alternative S form, the companion to equation (52), the algorithm is:

v (1) = 120+ 172(B() x Av() + u(h) x AO (D)
B(+1) = B(D+A0(D)
u(i+1) = u(h+ Av()
where
Cr41
26() = f ode= 3" do
Y]
(56)
Cr41
Au(l) = f adt = Zg*l dv
Y]
and

S2= Y2 (t=tms1)

For equations (52):

B = B(t=tms)

u = u(t=tms1)

with initial conditions:
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I >

B (t=tm) = B(=0) = 0
A

u(t=ty) = u(i=0) = 0
A

1 (t=tm) = p(l:O) =0

Equations (51) with (55), or (52) with (56) are computational algorithms that can
be used to calculate the navigation frame specific force velocity changes. Two iteration
rates are implied: a basic m cycle rate, and a higher speed [ cycle rate within each m
cycle.

The m cycle rate is selected to be high enough to protect the approximation of

neglecting the (B(t) ><)2 term in A(t) (contrast equation (47) with the equation (3) exact

form for A). This design condition is typically evaluated under maximum expected linear
acceleration/angular rate envelope conditions for the particular application. Typically,
the m cycle rate required for accuracy in the attitude updating algorithms is also sufficient
for accuracy requirements in the m cycle of the acceleration transformation algorithms.

The [ cycle rate within m is set high enough to properly account for anticipated

composite dynamic @, a effects. Section 6. describes analytical techniques that can be
used to assess the adequacy of the S iteration rate for the sculling computation under
dynamic input conditions.

4.1.3 Acceleration Transformation Algorithms Based on Quaternion Attitude Data

Equations (51) or (52) were based on the use of direction cosine data (C) in the
strapdown computer. If the basic attitude data is calculated in the form of a quaternion,
the equivalent C matrix for transformation can be calculated using equations (17).
Alternatively, the quaternion data can be applied directly in the implementation of the
transformation operation through application of equation (12) to equations (51) and (52):

uN

q(m) (u + Sp) q(m)* (57)

or

o = qam) [u+5) qmy*

A
Sy = 12Bxu+$S;

(58)

where u and the terms in the middle brackets are the quaternion form of the vector of the

same nomenclature defined as having the first three terms (i.e., vector components) equal
to the vector elements, and the fourth scalar term equal to zero. The S; and S, terms are

calculated as defined by equations (55) and (56).
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4.2 Acceleration Transformation Algorithm Correction For Navigation Frame
Rotations

The acceleration transformation algorithms represented by equation (51), (52) or
(57), (58) with (55), (56) neglects the effect of navigation frame rotation. In general, this
is a minor correction term that can be easily accounted for at the n cycle update rate (i.e.,
the computer cycle rate used to update the attitude data for the effect of navigation frame
rotations). It can be shown through a development similar to that leading to equation
(52), that the correction algorithm for local navigation frame motion is given to first order
by:

Au™(n) = - 120 % v (n) (59)

where

N . .
Au (n) = Correction to the value of uN computed in the m cycle that occurs at

the current n cycle time. (Note: the m cycle is within the lower speed
n cycle time frame).

v (n) = Summation of u(m) over the n cycle update period.

0 = Integral of the navigation frame angular rotation rate over the n cycle period
(as described in Sections 3.1.2 and 3.4)

5. EULER ANGLE EXTRACTION ALGORITHMS

If the body attitude relative to navigation axes is defined in terms of three

successive Euler angle rotations y, 0, ¢ about axes z, y, x respectively (from navigation
to body axes), it can be readily demonstrated (9) that the relationship between the
direction cosine elements and Euler angles is given by:
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Ci1 = cosO cosy
Ci2 = -cososiny + sind sin® cosy
C13 = sin¢ siny + cos¢ sin® cosy

Cz1 = cosH siny

Co2 = cosd cosy + sing sin@ siny (60)
Cy3 = -sin¢ cosy + cos¢ sinO siny
C31 = -sinb

Cszp = sind cosO

Cs3

cos¢ cosO

For conditions where ‘9‘ # T/2 the inverse of equations (60) can be used to
evaluate the Euler angles from the direction cosines:

C
0 = tan'lﬁ
Cs3
C
0 = -tan”! L 61)
V(1-C312)
Y = tan'lg
Ci1

For situations where ‘6‘ approaches m/2, the ¢ and y equations in (61) become
indeterminate because the numerator and denominator approach zero simultaneously (see
equations (60)). Under these conditions, an alternative equation for ¢, y can be
developed by first applying trigonometric algebra to equations (60) to obtain:

Cx3+Cqp2 = (sine - 1) sin (\p+ ¢)
Ci3-Cpp = (sine - 1) cos (w + ¢)
(62)
Cxy-Cip = (sine + 1) sin (\|I- (]))
Ci3+Cyp = (sine + 1)c0s (\u— ¢)
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Taking appropriate reciprocals of sine, cosine terms in (62) and applying the
inverse tangent function:

For O near + /2

1 C3-C2
y-0=tan! 2%
Ciz+Cp2
(63)
For O near - /2
1C3+Cy2

Y+ 0 =m+tan
Ci3-Cx2

Equations (63) can be used to obtain expressions for the sum or difference of y
and ¢ under conditions where ‘9‘ is near 1t/2. Explicit separate solutions for y and ¢

cannot be found under the ‘6‘ = 7/2 condition because Yy and ¢ both become angle
measures about parallel axes (about vertical), hence, measure the same angle (i.e., a

degree of rotational freedom is lost, and only two Euler angles, ‘6‘ = *m/2and yor ¢

define the body to navigation frame attitude). Under ‘9‘ near 71t/2 conditions, ¢ or Yy can
be arbitrarily selected to satisfy another condition, with the unspecified variable

calculated from (63). As an example, y might be set to a constant at the value it had from

equations (61) when the ’9‘ near 7t/2 region was entered. This selection avoids jumps in
as the solution equation is transitioned from the (61) to the (63) form.

6. ALGORITHM PERFORMANCE ASSESSMENT

The division of the attitude updating and acceleration transformation algorithms
into high and low speed loops for body motion effects (/ and m rates) provides for
flexibility in selection of the iteration rates to maintain overall algorithm accuracy at
system specified performance levels. The / and m rate algorithms have been designed
such that the high rate / loop consists of simple computations that can be iterated at the
high rate needed to properly account for high frequency vibration effects. The m rate
loop algorithms, on the other are more complicated, based on computationally exact
solutions.

Iteration rates for the m loop are selected to maintain accuracy under maximum
maneuver induced motion conditions. The m loop iteration rate to maintain accuracy
under maximum maneuver conditions can be easily evaluated analytically, or by
simulation, through comparison of the actual algorithm solution with the Taylor series
truncated forms selected for system mechanization. Iteration rates for the / loop are
selected to maintain accuracy under anticipated vibratory environmental conditions.
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6.1 Vibration Environment Assessment

A fundamental calculation that should be performed prior to the analysis of / loop
algorithm iteration rate requirements is an assessment of the dynamic inputs that must be
measured by the algorithms. In essence, this consists of an evaluation of the continuous
(i.e., infinitely fast iteration rate) form of the algorithms in question under dynamic input

conditions. The specific continuous form equations of interest are equations (22) for 58
and (50) for Sy or S».

6.1.1 9B Dynamic Environment Assessment (Coning)

We repeat equations (22) for 8 evaluated at t = tyy41:

t
B (t) :f o dt
P =

tm+1
@(t:tmﬂ) = 1/2f B (®)xodt
tm

(64)

and analyze the solution for 8 (t=tm+1) under general motion at frequency f in axes x

and y with angular amplitudes 6, 6y and relative phase angle ¢ such that:

t
f odt = (8 sin(2nft), By sinnft+p), 0)'
0

(65)

® = 2nf (B cos(2nift), By cos(2mft+9), 0"

Substituting (65) in (64), expanding through application of appropriate
trigonometric identities, and carrying out the indicated integrals analytically between the
assigned limits, yields zero for the x, y components and the following for the z

component of 3B (t=tme+1):

sin 27f (tm+1 - tm)

Pz (t:tm+l) = T Oy Oy (sin(b) f (tm+l - tm) -
2nf

Defining the m cycle time interval as Ty, the latter expression is equivalently:
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in 27tfT
1%) ©6)

3B, = 7Oy Oy (sing)f T
21t Tm

Hence, even though the ® rate is cyclic in two axes as defined by equation (65) in
x and y, the value for f3, is a constant proportional to the sine of the phase angle
between the x, y angular vibrations. Under conditions where ¢ = 0 (defined as “rocking”
motion), 0f3; is zero. Under conditions where ¢ = /2, 0, is maximum. The equation

(65) rate when ¢ = /2 has been termed “coning motion” due to the characteristic
response of the z axis under this motion which describes a cone in inertial space.

Equation (66) can be converted into a “drift rate” form by dividing the 8, angle
by the time interval Ty, over which it was evaluated:

(67)

: in 27tfT
OB, = moOx Gy(sin(b)f(l-smnm)

2nfTy

Equation (67) is a fundamental equation that can be used to assess the magnitude
of df, that must be accounted for by the df computer algorithm under discrete frequency

input conditions. If df3, is small relative to system performance requirements, it can be

neglected, and the / loop algorithm for 63 need not be implemented.

Equation (67) describes how 8f3, can be calculated for a discrete input vibration
frequency f. In a more general case, the input rate is composed of a mixture of

frequencies in x and y at different phase angles ¢ for each. If the source of the
generalized angular vibration is random input noise to the strapdown system, the x, y
motion is colored by the transmission characteristics of the noise input to the x, y angular
response. A more general development of equation (67) that accounts for the latter

effects shows that the comparable equation for 63, is given by:

5B, = f ® Ax(®) Ay<co>sin(¢Ay<oa>-¢Ax<w>)(1-M)Pnn(iw>dw (68)
0 0Ty

where

Ax(®), Ay(m) = Amplitude of the transfer function relating system input

vibration noise to angular attitude response of the sensor
assembly about the x, y axes.
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dAx (@), day(®) = Phase of the transfer function relating system input vibration
noise to angular attitude response of the sensor assembly
about the x, y axes.

Pumn(jow) = Power spectral density of input vibration noise.

o = Fourier frequency (rad/sec)

o)

Note: Mean squared vibration energy = f Puin(jw) do
0
Equation (68) can be used to assess the extent of random spectrum dynamic

angular environment to be measured by the 8 computational algorithm. The df3, value
calculated by (68) measures the composite correlated coning drift in the sensor assembly

that must be calculated to accurately account for the actual motion present. If the df3;,
magnitude calculated from (68) is small compared to other systems error budget effects,
the mechanization of an algorithm to calculate 6f is not needed (i.e., can be approximated
by zero).

The extension of equations (67) and (68) to y, z or z, X axis angular vibration
motion should be obvious.

6.1.2 Sy, Sy Dynamic Environment Assessment (Sculling)

We repeat equations (50) with u and 3 from (48) and (49):

u(t) = ( adt
O =] 2
(69)
tm+1

S1 =f (B (v xa)dt
Si=) B

tm+1
S2 = 1/2[ (B xa+u@®xo)dt

tm
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and analyze the S1, Sy solutions under general cycle motion at frequency f in axes x, y
with angular amplitude 6x about axis x and acceleration amplitude Dy along axis y at
relative phase ¢ such that:

t
f ®dt = (8 sin 2nft), 0,0)"
0

® = (2nf 04 cos (2xft), 0, 0)" (70)

a = (0, Dy sin (2nft+9), 0)'

Substituting (70) in (69), expanding through application of appropriate
trigonometric identities, and carrying out the indicated integrals analytically between the

assigned limits, yields zero for the x, y components and the following for the z
component of Sy and S:

S, (71)

sin 7tfT
1/2 Ty Oy Dy (cos ¢)(1 i lm)

2t T

12(B x u), + S2, (72)

S 1z
where

([3 X E)Z = z - component of § X u evaluated at t = tm41.

Hence, even though the @ and a inputs are cyclic in two axes as defined in
equations (70), the value for Sp; is a constant proportional to the cosine of the phase
angle between the x angular vibration and y linear acceleration vibration. Under

conditions where ¢ = 1/2, Sy, is zero. Under conditions where ¢ = 0, S, is a maximum.

Equation (70) motion when ¢ = 0 has been termed “sculling motion” due to the analogy
with the characteristic angular movement and acceleration forces imparted to a single oar
used to propel a boat from the stern. Note also that Sy, is equal to S, plus the correction
term (rotation compensation) measured as the cross-product of the sample angular rate
and linear acceleration integrals taken over the m computation cycle. (See equations (48)
and (49) for definitions).

Equation (71) for Sy, can be converted into an “acceleration bias” form by
dividing the velocity change correction Sy, by the time interval Ty, over which it was
evaluated:

(73)

: sin 27tf Ty,
S2, = 172 8y Dy(coso)[1-——— "

1
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Equation (73) (with (72) for Sy,) is a fundamental equation that can be used to
assess the magnitude of S2Z that must be accounted for by the S| or S, computer

algorithm under discrete frequency input conditions. If Sy, is small relative to system
performance requirements, it can be neglected, and the / loop algorithm for calculating Sy
or Sp need not be implemented. Under the latter conditions, S1 would be set equal to the
cross-product term in (72) which makes the basic equation (51) and (52) transformation
algorithms identical.

Equation (73) describes how SQZ can be calculated with a discrete input vibration

frequency f for angular motion about x and linear motion along y. In a more general
case, the input rates and accelerations are composed of mixtures of angular and linear
motion about x and y at different frequencies and relative phase angles. If the source of
the generalized vibration motion is random input noise to the strapdown system, the x, y
angular and linear motion is colored by the transmission characteristics of the noise input
to the x, y angular and linear response. A more general development of equation (73) that

accounts for the latter effects show that the comparable equation for Sy is given by:

Sy, = f (Ay(®) By(@) cos (0ay(®) - 0x(@)) - Ax(@) By(@) cos (0ax(@)
0
(74)

- OBy(@)) (1 SInOTm) i) do

(0] 1°%
where

Ax(®), Ay(o),

dAx (), day(®),
Pun(jo), ®

As defined previously.

X, y amplitude/phase linear acceleration response of the

Bx (), By(),
OBx(®), OBy(®) sensor assembly to the input vibration.

Equation (74) can be used to assess the extent of random spectrum dynamic

motion environment to be measured by the St or S» computational algorithms. The SZZ
value calculated by (74) measures the composite correlated sculling acceleration bias in
the sensor assembly that must be calculated to accurately account for the actual motion
present. If the Sp, magnitude calculated from (74) is small compared to other system

error budget effects, the mechanization of an algorithm to calculate Sy or S; in the high
rate / loop is not needed (i.e., Sy can be approximated by zero in (52) or S can be set
equal to the cross-product term in (52)).

The extension of equations (73) and (74) for y, z or z, x axis vibration motion
should be obvious.
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6.2 Algorithm Accuracy Assessment.

The accuracy of the computation algorithm for 8 or S1, S» can be assessed by
comparing their solutions to the comparable continuous form solutions developed in
Section 6.1 under identical input conditions.

6.2.1 9B Coning Algorithm Error Assessment

The computational algorithm for calculating 8 in a strapdown system is given by
equation (26). A measure of the accuracy of the equation (26) algorithm can be obtained
by analytically calculating the solution generated from (26) under assumed cyclic motion
and comparing this result to the equivalent solution obtained from the idealized
continuous algorithm described in Section 6.1. For a discrete frequency vibration input,
the equation (65) motion can be used analytically in equation (26) to calculate the
algorithm solution for 8f at t = ty,41 (i.e., analogous to the equation (67) solution for the
continuous (infinitely fast) algorithm. After much algebraic manipulation, it can be

demonstrated that the algorithm solution for df3 as calculated from equation (26) under
equation (65) input motion, has zero X, y components, with a z component rate given by:

: . sin 21tfT;
3B2aLG = T 6y By (sin ¢){(1 +1/3 (1 - cos 2nfTy)) —
2nfTy
sin 270fTyp (75)
2nfTy

where

oB,ALG Recursive algorithm solution for 6, rate

T = Time interval for high speed / computer iteration cycle

Equation (75) for the 8f3 discrete recursive algorithm solution of equation (26) is

directly analogous to the equation (67) solution of the equation (22) continuous df3
algorithm. It is easily verified that (75) reduces to (67) as T; approaches zero.

The error in the 8f algorithm is measured by the difference between (67) and
(75); 1.e.:

sin 21tfTy 1
2nfT,

e(SBZ) = £ 0y By (sin o)|(1+1/3 (1 - cos 2nfTy)) (76)

where
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e (SBZ) = Error rate in the equation (26) algorithm.

Equation (76) can be used to assess the error in the equation (26) df algorithm
caused by finite iteration rate (i.e., the effect of T;) under discrete frequency input
conditions.

Under random vibration input conditions, the equation (26) algorithm can be
analyzed to obtain the more general solution for the 8B,a1 G rate:

8BZALG = f ® Ax(®) Ay(®) sin (q)Ay(w) - ¢Ax(@))

(77)
sin T; sin 0Ty,

X ((1 +1/3 (1 - cos o)) Pon(jo) do

oT; 0TH

The 6 algorithm error under random inputs is the difference between the
equation (77) discrete solution and the equivalent continuous equation (68) solution form.
The result is:

e(SBz) = f ® Ax(®) Ay(®) sin (¢Ay(w)-¢Ax(co))

(78)
sin ®T;

x((l +1/3 (1 - coswT))) 1| Ppy (joo) doo

Ty

Equations (76) and (78) can be used to assess the error in the equation (26) o8
algorithm caused by finite iteration rate under discrete or random vibration input
conditions. The extension of equations (76) and (78) to y, z or z, x axis effects should be
obvious.

6.2.2 S Sculling Algorithm Error Assessment

The computational algorithm for calculating S or S; is given by equations (55)
and (56). A measure of the accuracy of these algorithms can be obtained by analytically
calculating the solution generated from (55) or (56) under assumed cyclic motion and
comparing the result to the equivalent solution obtained from the continuous algorithm as
described in Section 6.1.2. For a discrete frequency vibration input, the equation (70)
motion can be used analytically in equation (55) and (56) to calculate the algorithm
solution for Sy, Sy (i.e., analogous to the equation (72) and (73) solution for the
continuous (infinitely fast) algorithms). After much algebraic manipulation, it can be
demonstrated that the algorithm solution for S1 and Sy as calculated from equations (55)
and (56) under equation (70) input motion, has zero x, y components, with a z component
rate given by:
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. sin 2wtfT; sin 27fT
S2,aLG = 1/2 65 Dy (cos o) L m (79)
2nfT, 2nfTm
S1zaLG = 1/2(Bx ul, + SxaLc (80)
where
S1zALG> S2zaL.G = Recursive algorithm solutions for S1,, Sp;.

Equations (79) and (80) for the S1, S, discrete recursive algorithm solution is
directly analogous to the equations (73) and (72) solution to the continuous S, S»
algorithm. It is easily verified that (79) and (80) reduce to (73) and (72) as T; approaches
Zero.

The error in the S1, S, algorithm is measured by the difference between (79), (80)
and (73), (72); i.e.,

(81)

e (Slz) = ¢ (Szz) = 1/20x Dy (cos ¢)(1 - s1r12nle)

2nfT;

where

e (Slz), e (Szz) = Error rate in the equation (55) and (56) algorithm solutions.

Equation (81) can be used to assess the error in the equation (55) and (56)
algorithms caused by finite iteration rate (i.e., the effect of T;) under discrete frequency
input conditions.

Under random vibration input conditions, the equation (55) and (56) algorithms
can be analyzed to obtain the more general solution for S,, S2;:

S2Z = f (Ay(w) Bx () cos (q)Ay((D) - ¢Bx(m)) (82)

sin ®T; sin ©Ty,

- Ax(w) By(m) cos (¢Ax(03) - ¢By(0)))) Ppp (jo) do

oT; oTh
S, = 172 (Bxu),+S2,

The S, Sp; algorithm error under vibration is the difference between the
equation (82) discrete solutions and the equivalent continuous equation (74) with (72)
forms:
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)

e(S1,) = e(S2,) = f (Ay(®) By(@) cos (day(®) - 9px(®)
0 (83)

in ®T
e Ppn () do

- Ax(@) By(®) cos (pAx(@) - ¢By(0)))) (1 -

Ty

Equation (82) and (83) can be used to assess the error in the equation (55) and
(56) algorithms caused by finite iteration rate under discrete or random vibration input
conditions. The extension of equation (83) to y, z or z, x axis effects should be obvious.

7. CONCLUDING REMARKS

The strapdown computational algorithms and associated design considerations
presented in this paper are representative of the algorithms being used in most modern-
day strapdown inertial navigation systems. The unique characteristic of the attitude and
transformation algorithms presented is the separation of each into a complex low speed
and simple high speed computation section. Due to the simplicity of the high speed
calculations they can be executed at the high rates necessary to properly account for high
frequency but generally low amplitude vibratory effects without posing an
insurmountable throughput burden on the computer. The lower speed calculations which
contain the bulk of the computational equations can then be executed at a fairly modest
update rate selected to properly account for lower frequency but larger magnitude
maneuver induced motion effects. Perhaps the principal advantage of the algorithm
forms presented, is their ability to be analyzed for accuracy using straight-forward
analytical techniques. This allows the algorithms to be easily tailored and evaluated for
given applications as a function of anticipated dynamic environments and user accuracy
requirements.
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APPENDIX A
DERIVATION OF ¢ EQUATION

A differential equation for the rate of change of the ¢ vector can be derived from
the equivalent quaternion rate equation. The quaternion h in equations (13) and (14) is
the quaternion equivalent to the ¢ rotation angle vector. A differential equation for h can
be derived from the incrementaléquivalent to (13) that describes how h changes over a
short time period At (from t; to t;41) within the larger time interval from ty, to ty+1:

h (I+1) = h(l) p(]) (A1)

where
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g3 Olx
g3 Uy

23 Oz
(A2)

g4

sin (0/2)

(04

g4 = cos (a/2)

g3

IR
[

Rotation angle vector associated with the small rotation of the body over the
short computer time interval from / to /+1 within the larger interval from m
to m+1.

Olx, Oly, Olz, O = Components and magnitude of .

Equation (A1) is equivalently:

h(i+D)-h() _ popp(d) -1

At At
(A3)
A
At = t;41 -4
The basic definition of angular rate states that for small At,
o= At
- (A4)
o= oAt
Hence, for small At, o is small, and therefore, from (A2),
g3 = 1/2
(A5)
-1 0c2 - co2 A
g4 > ’

Using mixed vector/scalar notation, substitution of (A4) and (AS5) in (A2) yields:

2
0} A2

p=go+gs~120A+1-
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Substituting in (A3) obtains:

h (/+1) - h(l)

= h() (1R 0+ 120 At)
At -

In the limit as At — () , the latter reduce to the derivative form:
h =12ho (A6)

We now return to (14) and express h as a function of ¢ in mixed vector/scalar notation:

h = {3 9 + 1y
£ = sin ((1)/2) (A7)
0
f4 = cos (q>/2)
Substituting in (A6),
h = 12f30 0+12f40 (AB)

It is readily demonstrated by algebraic expansion and using the rules of
quaternion algebra that ¢ @ in (A8) is equivalently:

00 = 9x0-0 0

Differentiation of (A7) shows that:

h = f39+f3§+f4

f3 _ 1/2cosq)/2q')_sin§)/2q') _ 9(1/2f4_f3)
o o o

fy= -12(sin02) 0 = -120016

Hence, with (A8),
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f3(i)+

=
Il

(1724 -£3) 0 - 1/2 0 ¢ 3

o | -

12f3(px @) - 1230 - 0+ 120
Dividing by f3 and solving for (])

0 = 1/2gm+1/2@><(0)

f3 — —
' (A9)
O, ,f4 '
- 12—=-1]6-1/2 ¢0-12¢- ®
f - _ _
0 3
Equation (A9) is now separated into its vector and scalar components:
~ f o[ f
0=12"0+ 1/2(¢><m)-¢(1/24- 1)¢
(A10)

1260 =126-0

The scalar equation is equivalently:

o 1
=500

o ¢

Substituting in the vector part of (A10) yields:

o = 1/2?0)+1/2(¢><m)- 12(1/2 f“-l)(q,.

3 o f3 )9

Using the vector triple product rule, it is easily demonstrated that:

(0 ®o = ox(ox0)+0o ®

Substituting:

- f f f
0 =12 0+r120x0-[12 210+ L[1-|ox(ox0)
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Combining terms:

' 1 fq
9 = 0)+1/2q)><03+¢2(1-2f3)¢><(¢><w)

Using the definition for f4 and f3 from (A7), it can be shown by trigonometric
manipulation that the bracketed coefficient in the latter expression is equivalently:

f4 _1(1_ 0 sin ¢ )
2 (1-cos )

_E ¢2

Substitution yields the final expression for ¢

0 = (1)+1/2¢><(o+1(1-¢8in¢)¢><(¢x(0) (Al1)
B - q)z 2(1—005 ¢) -

Equation (20) in the main text is the integral form of (A11) over a computer cycle (from
tm tO tm+1)-
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